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Abstract

The first observation of the rare decay K+ → µ+νµµ+µ− using
data collected by the NA62 Experiment in 2017 and 2018 is pre-
sented in this thesis. The K+ → µ+νµµ+µ− branching ratio is
measured using the K+ → π+µ+µ− process as a normalisation
channel. The number of observed data candidates is 1832, with
a background contamination of 168 ± 9. The analysis yields
B(K+ → µ+νµµ+µ−) = (1.307±0.034Stat ±0.025Syst ±0.012Ext)×10−8,
including a complete treatment of relevant systematic effects.

The complete software package for the ANTI-0 detector, added to the
NA62 setup in 2021, was developed by the author within the NA62
software framework and is described in detail. The software tools al-
lowing for short and long-term verification of ANTI-0 data quality are
presented, with their output used to summarise the commissioning and
performance of the detector in the 2021, 2022 and 2023 NA62 data-
taking campaigns.
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Chapter 1

Introduction

High Energy Physics, often referred to as Particle Physics, is a field of study dedicated to probing the
smallest known constituents of matter and their interactions. Despite being divided into the theoret-
ical and experimental branches, the success of Particle Physics as a whole crucially depends on the
interplay between the two, as demonstrated by its history. To provide one such example, the discov-
ery of charge-parity (CP) violation in the neutral kaon system in the 1960s [3] led to the theoretical
postulation of necessary existence of two third-generation quarks in the 1970s [4], the last of which,
the top quark, was conclusively observed only in 1995 [5][6].

Decades of scientific effort culminated in the Standard Model of High Energy Physics (SM), a theo-
retical framework encompassing all the known elementary particles and three of the four fundamental
interactions. The SM is one of the most comprehensive and extensively tested scientific theories,
completed by the discovery of the Higgs boson in 2012 [7][8]. As exemplified by the case of CP vi-
olation observed in the neutral kaon system, the SM describes not only the matter contents of the
universe and their properties but also allows for numerical predictions of the fundamental processes
and symmetries they are subject to. This second aspect enables tests of the framework through preci-
sion measurements, where instead of qualitative verification of a process, numerical values describing
its properties can be extracted from experimental data and compared to the most accurate available
theoretical prediction. With the particle content of the SM complete and the limited phase-space for
direct detection of new Beyond-Standard-Model particles and forces given the current experimental
capabilities, the field increasingly relies on such precision measurements as a source of indirect evidence
of new physics. Such evidence takes the form of a statistically significant deviation in a parameter
predicted by the theoretical framework to high precision or a violation of a fundamental symmetry.
While direct detection of new particles is fundamentally limited by the energies achievable at accelera-
tor facilities (with the current limit at the TeV scale), precision measurements at the intensity frontier
of the meson sector allow access to new physics models at mass scales in excess of 100 TeV [9].

The NA62 Experiment at the European Organization for Nuclear Research (CERN) was designed
and operates with the goal of a precise measurement of the ultra-rare decay of positively charged kaon,
K+ → π+νν̄, in line with the above approach. The experimental complexity and rare nature of this
decay allows for other measurements in the kaon sector using NA62 data, including the observation
and quantitative verification of rare kaon decays, such as the yet unmeasured K+ → µ+νµµ+µ− pro-
cess. The measurement of the K+ → µ+νµµ+µ− branching ratio provides a test of the next-to-leading
order SM prediction [10]. The process offers access to form factors for radiative kaon decays and po-
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tential reach into the range of new physics models capable of addressing the muon g − 2 anomaly [11].
The analysis of NA62 data collected in 2017 and 2018 (Run1) in search of the K+ → µ+νµµ+µ− decay
is the main topic of the presented work.

The SM and the theoretical framework employed for the most precise prediction of the rate of the
rare K+ → µ+νµµ+µ− decay are described in Chapter 2. Chapter 3 covers the beam, detector and
data acquisition system of the NA62 experiment, concluding with a summary of the Run1 K+ → π+νν̄

result. Chapter 4 introduces the ANTI-0 detector, a new system added to the NA62 experiment in
2021, and describes the software package used to simulate, reconstruct and verify the quality of
data produced by it. A summary of ANTI-0 performance in 2021 to 2023 data-taking campaigns
is included. The measurement of the branching ratio of the K+ → µ+νµµ+µ− decay using Run1
NA62 data is presented in Chapter 5. The descriptions of analysis strategy, event selections, used real
and simulated data samples and background modelling techniques are complemented by a complete
treatment of relevant systematic effects, leading to the first observation of this decay and a precise
measurement of the branching ratio.
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Chapter 2

Theoretical framework

2.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics (SM) is a self-consistent description of three out of four fun-
damental forces and all the known elements of matter. Gravitational interactions fall outside the scope
of the SM, with the gravitational coupling being multiple orders of magnitude smaller than those of
the other forces. The SM is a renormalisable gauge quantum field theory, with the matter particles
represented by fundamental fields and interactions driven by local Abelian (U(1)Y ) and non-Abelian
symmetries, with the total symmetry group of SU(3)C × SU(2)L × U(1)Y .

The particle content comprises twelve fermions of spin 1/2, further divided into six quarks and six
leptons, five vector bosons of spin 1, mediators of the fundamental forces, and the Higgs boson of spin
0, all of which are depicted in Figure 2.1. The SM also includes the antiparticles of the fermions, that
is particles with the same mass and opposite algebraically additive quantum numbers, such as electric
charge, weak isospin or colour charge. The six distinct quark flavours: up, down, charm, strange,
top and bottom, can be grouped into three generations or two types, as shown in Figure 2.1. There
are three lepton flavours, where each charged lepton is complemented by a neutrino, both defined as
having a positive unit of lepton flavour charge, with the antiparticles carrying a negative unit. Values
for the nine masses of quarks and charged leptons are not inherent properties of the SM but remain
to be measured as free parameters, while the three neutrinos are massless in the SM.

The unbroken SU(3)C group of the SM represents the strong force, mathematically formulated as
Quantum ChromoDynamics (QCD) [12]. QCD describes the interactions between quarks as mediated
by gluons, through the colour degree of freedom. The coupling strength of strong interaction depends
on the energy, with its dependence defined by theory in contrast to the overall scale, gS . Another free
parameter of the SM introduced in the QCD sector is the CP violating parameter, θQCD. The param-
eter is experimentally constrained to ≲ 10−10 [13] by measurements of the electric dipole moment of
a neutron [14] [15], with this fine-tuning referred to as the “strong CP problem”. While not directly
enforced by QCD, the strong interaction exhibits colour confinement, i.e. the inability to directly
observe particles of non-zero colour charge. This leads to individual quarks only being observable as
part of hadrons, composite systems of at least two quarks.

The remaining two forces, weak and electromagnetic, are represented by the broken SU(2)L×U(1)Y

symmetry, together referred to as the electroweak interaction [16]. The electroweak bosons include the
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Figure 2.1: Particle content of the SM with the masses, electric charges and spins top to bottom.
Coloured lines show allowed couplings between bosons and fermions, excluding self-interactions.

photon, the massless mediator of electromagnetic interaction, as well as the massive Z0, W ± particles.
The spontaneous breaking of the SU(2)L × U(1)Y symmetry is caused by the Higgs field [17], the
interactions with which generate the masses of the electroweak bosons, quarks and charged leptons.
The electroweak scalar sector contributes a further four free parameters of the SM, namely: the
electromagnetic coupling, α, the Weinberg mixing angle, the masses of the Z0 and Higgs bosons, mZ0

and mH respectively. The final four parameters originate from couplings of quarks to the W ± bosons
described in the next section, completing the set of nineteen independent variables defining the SM.

2.1.1 Flavour structure of the Standard Model

Contrary to interactions mediated by the gluons, photons and Z0 bosons, those involving the W ± do
not conserve flavour symmetry. The symmetry breaking leads to non-alignment of the mass (strong)
and interaction (weak) eigenstates of quarks. By convention, only the down-type quark eigenstates
are rotated by the complex unitary Cabbibo-Kobayashi-Masakawa (CKM) matrix [4], VCKM , so that

d

s

b


︸︷︷︸
mass

eigenstates

= VCKM


d′

s′

b′


︸ ︷︷ ︸
weak

eigenstates

=


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d′

s′

b′

 . (2.1.1)

The magnitude of matrix elements determines the coupling strength entering at a vertex containing
the respective pair of quarks. The CKM matrix can be fully described by four parameters, often
described as three angles for inter-generation mixing and a single complex phase, introducing CP
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Figure 2.2: One of the CKM unitarity triagnles.

violation. The Wolfenstein parametrisation [18] can be used to exhibit the element hierarchy,

VCKM =


1 − λ2 λ Aλ3(ρ − iη)

−λ 1 − λ2 Aλ2

Aλ3(1 − ρ − iη) −Aλ2 1

+ O(λ4), (2.1.2)

where
λ = |Vus|√

|Vud|2 + |Vus|2
, A = 1

λ

∣∣∣∣ Vcb

Vus

∣∣∣∣ , ρ̄ + iη̄ = −VudV ∗
ub

VcdV ∗
cb

(2.1.3)

with
ρ̄ = ρ(1 − λ2/2 + ...) and η̄ = η(1 − λ2/2 + ...). (2.1.4)

Global fits combining all experimental measurements for the parameters give [13]

λ = 0.2250 ± 0.00067, A = 0.826+0.018
−0.015, ρ̄ = 0.159 ± 0.010, η̄ = 0.348 ± 0.010. (2.1.5)

While the CKM matrix elements can be measured independently, the Wolfenstein parametrisation
underlines CKM suppression, i.e. a reduction in the rate of processes involving quarks from different
generations.

The variety of experimentally measurable combinations of the matrix elements allows to over-
constrain the values, testing the self-consistency of the SM. The unitary character of VCKM can be
verified making use of the identities ΣiVijV ∗

ik = δjk and ΣjVijV ∗
kj = δik, which provide six closed

triangles in the complex plane. Of particular interest is the unitary triangle

VudV ∗
ub + VcdV ∗

cb + VtdV ∗
tb = 0, (2.1.6)

with all terms having a leading contribution of order Aλ3. By dividing all sides by VcdV ∗
cb, one obtains

the triangle shown in Figure 2.2, with corners located at (0, 0), (1, 0) and (ρ̄, η̄).

2.2 Beyond the Standard Model

Despite the enormous success and many decades of development, the SM does not address all the
experimentally observed aspects of the microscopic universe, both in terms of its total content and
precise predictions of the properties of its known components. Extensions to the theoretical framework,
as well as empirical evidence in favour of existence of additional particles and phenomena are often
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collectively referred to as Beyond Standard Model (BSM) physics.

2.2.1 Dark Matter

A variety of astronomical evidence implies the presence of Dark Matter, defined as interacting gravi-
tationally but not electromagnetically. This property makes it susceptible only to indirect observation
on astronomical scales, as exemplified by the evidence for it found in galaxy rotation curves [19] and
gravitational lensing [20]. Measurements of the energy density of different components of the universe,
together with a study of the anisotropies of the Cosmic Microwave Background find the baryonic mat-
ter content (fraction of total matter energy density) to be 15.6%, with Dark Matter contributing the
remaining 84.4% [13].

Decades of experimental searches for Dark Matter particles, including production at colliders, de-
tection by nuclear recoil and annihilation into SM particles, have substantially limited the theoretically
allowed phase-space, both in terms of candidate masses and the strength of coupling to SM particles.
While new experiments, making use of developments in detection techniques, continue to probe the
remaining regions of phase-space, ongoing theoretical efforts aim to utilise alternative mechanisms to
explain the phenomenon, see Reference [21].

2.2.2 Matter-antimatter asymmetry

Another shortcoming of the SM from the macroscopic perspective is the inability to quantitatively ex-
plain the baryonic asymmetry of the universe, that is the prevalence of matter over antimatter. Given
the empirical evidence for near homogeneous and symmetric production of matter and antimatter dur-
ing the Big Bang, such an asymmetry necessitates the presence of Baryon-number and CP-violating
processes out of thermal equilibrium [22]. Within the SM, CP-violation can enter through two free
parameters: the complex phase of the CKM matrix and θQCD. Measured values for both [13] are
inconsistent with the observed matter-antimatter asymmetry.

2.2.3 Neutrino masses

With no mechanism for generating masses for neutrinos within the SM, they should remain the only
elementary fermions with zero mass. However, both neutrinos generated in the Sun and the atmo-
sphere were observed to oscillate [23] [24] [25], i.e. change their flavour as they propagate through
space. This phenomenon in only possible for massive particles and implies the non-alignment of mass
and weak interaction neutrino eigenstates. A theoretical description analogous to the treatment of
quarks, as described in Section 2.1.1, results in the PNMS mixing matrix [26] [27].

The existence of neutrino masses necessitates an extension of the SM Lagrangian with a mass-
generating term. Such a term can take two forms, depending on whether the particles exhibit Majorana
or Dirac properties, i.e. whether they are or not their own antiparticles. The former case would imply
of a set of distinct, experimentally measurable phenomena, such as neutrinoless double beta decay.

2.2.4 Muon anomalous magnetic moment

Muons, being charged fermions satisfying the Dirac equation, have an intrinsic magnetic dipole mo-
ment

M⃗ = gµ
e

2mµ
S⃗, (2.2.1)
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where S⃗ is the spin of the particle, with mµ, e and gµ defining the mass, electric charge and gyro-
magnetic ratio of the muon. Excluding quantum loop effects, the Dirac theory gives gµ = 2, leading
to the definition of the anomalous magnetic moment as

aµ = gµ − 2
2 . (2.2.2)

Within the SM, the leading contribution to aµ comes from electron, muon and tau loops through
Quantum ElectroDynamics (QED), precisely calculated to 5-loop order. A second class involves elec-
troweak processes mediated by W , Z and Higgs bosons. Quark and gluon loop contributions, jointly
termed hadronic, present the largest computational challenge and involve substantial systematic un-
certainties. The complete prediction, with the error dominated by the hadronic component, gives [28]

aSM
µ = (116 591 810 ± 43) × 10−11. (2.2.3)

Measurements of the muon anomalous magnetic moment have been performed by a succession of
experiments, in line with increasingly precise theoretical predictions. The Muon g−2 Collaboration [29]
at the Fermi National Laboratory is the latest effort in this domain, motivated by the previously
observed discrepancy between theory and measurement and is expected to provide a final result with
the precision of 0.14 parts per million. The current experimental world average for the anomalous
magnetic moment is [13]

aexp
µ = (116 592 059 ± 22) × 10−11, (2.2.4)

with the small uncertainty driven by the precision of the latest results from the Muon g −2 Collabora-
tion [30]. The resultant discrepancy of 5.2σ significance, referred to as the muon g − 2 anomaly, could
be a signature of BSM physics, with its importance reduced by the discrepancies in hadronic cross sec-
tion data used for the theoretical prediction of the hadronic contribution. Recent advances in lattice
QCD (see [31] for an overview) allow for an independent estimate for the hadronic contribution [32] of
similar precision to the value obtained from data-driven methods used in the most recent SM estimate
[28]. The former method yields a aSM

µ prediction significantly closer to the experimentally measured
value, with a 2.1 σ tension between the theoretical approaches, where σ is the sum in quadrature of
the uncertainties on the two theoretical predictions. Additional independent lattice QCD calculations
and collection of hadronic data for the latter method are hence in progress.

2.3 Kaon physics

Kaons, mesons composed of a single first generation quark (anti-quark) and a strange anti-quark
(quark), can be described as the minimal flavour laboratory, being the lightest particles exhibiting all
phenomena due to the flavour structure of the quark sector of the SM. There are four weak eigenstates
of kaons, with their properties listed in Table 2.1. Since their discovery in 1947 from cosmic rays [33],
kaons have played a key role in the the development of the SM. With only 3 known quarks (up,
down and strange) the CP symmetry as initially observed in the K0

S and K0
L system motivated the

introduction of the Glashow-Iliopoulos-Maiani (GIM) mechanism [34], which necessitated the existence
of a fourth quark, the charm. The subsequent discovery of CP violation in the neutral kaon system
[3] led to the formulation of the CKM matrix and the concurrent postulation of two heavy quarks,
the bottom and the top [4].
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Name Quark content Mass [MeV/c2] Lifetime [10−8 s] Main decay mode
K+ us̄ 493.677 ± 0.016 1.238 ± 0.002 µ+νµ

K− ūs 493.677 ± 0.016 1.238 ± 0.002 µ−ν̄µ

K0
S

ds̄−d̄s√
2 497.611 ± 0.013 (8.954 ± 0.004) × 10−3 π+π−

K0
L

ds̄+d̄s√
2 497.611 ± 0.013 5.116 ± 0.021 π±e∓νe

Table 2.1: Selected properties of kaon mass eigenstates. [13]

Given their position in the mass hierarchy of flavoured particles and relative simplicity of decay final
states, kaons have been extensively studied throughout the past seven decades. With the structure of
the SM firmly established, the focus in the kaon sector has shifted to measurements of rare decays,
where statistically significant deviations from the SM rates and spectra would imply contribution from
BSM processes.

2.3.1 K → πνν̄ decays

The K → πνν̄ decays are often referred to as the kaon golden modes, given the small magnitude and
theoretical cleanliness of their predicted SM branching ratios. They are mediated by flavour-changing
neutral currents, processes highly suppressed within the SM due to both the structure of the CKM
matrix and the GIM mechanism, with leading contributions from Z0 penguin diagrams and a sizeable
contributions from W box diagrams, demonstrated in Figure 2.3.

The small size of theoretical uncertainty on the expected branching ratios, B, is due to the in-
clusion of next-to-leading-order (NLO) QCD corrections to the top quark contributions [35], next-to-
next-to-leading-order (NNLO) QCD corrections to the charm contribution [36] and NLO electroweak
corrections to both top and charm contributions [37] [38], as well as the treatment of isospin breaking
and non-perturbative effects [39] [40]. The uncertainties are dominated by external contributions from

s d
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W W
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(a)
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Figure 2.3: Leading order Feynman diagrams for the K → πνν̄ decays.
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CKM matrix parameters. Using |Vus|, |Vcb|, |Vub| and γ = arg(−V ∗
udVub/VcdV ∗

cd) to define the matrix
yields the explicit dependencies [41]

B(K+ → π+νν̄) = (8.39 ± 0.30) × 10−11 ·
[

|Vcb|
40.7 × 10−3

]2.8
·
[ γ

73.2◦

]0.74
, (2.3.1)

B(K0
L → π0νν̄) = (3.36 ± 0.05) × 10−11 ·

[
|Vub|

3.88 × 10−3

]2
·
[

|Vcb|
40.7 × 10−3

]2
·
[

sin γ

sin 73.2◦

]2
. (2.3.2)

Tree-level measurements can be used to extract the global averages for the four CKM parame-
ters [42], leading to the numerical predictions of the branching ratios [43]

B(K+ → π+νν̄) = (8.19 ± 0.61) × 10−11, (2.3.3)

B(K0
L → π0νν̄) = (2.78 ± 0.30) × 10−11. (2.3.4)

The small predicted SM branching ratios of the K → πνν̄ decays make them sensitive to a variety of
potential BSM contributions [44], further enhancing the importance of their precise measurements.

The neutral decay remains unobserved and is currently addressed by the KOTO collaboration [45],
which was able to set the experimental upper limit at [46]

B(K0
L → π0νν̄)KOT O

exp < 2.1 × 10−9 at 90% CL. (2.3.5)

The charged decay was measured by two experiments at the Brookhaven National Laboratory(BNL),
E747 and E949, giving a combined result of

B(K+ → π+νν̄)E747,E949
exp = (1.73+1.15

−1.05) × 10−10 (2.3.6)

based on the observation of 7 signal candidates in two kinematic regions [47] [48]. The NA62 experi-
ment at CERN was designed to measure B(K+ → π+νν̄) with a 10% precision. Using data collected
in the 2016-2018 period, a result of

B(K+ → π+νν̄)NA62 Run1
exp = (10.6 +4.0

−3.4|stat ± 0.9syst) × 10−11 (2.3.7)

was achieved from 20 signal candidates [1], with a second, ongoing data-taking campaign started in
2021.

2.4 K+ → µ+νµµ+µ− decay

The K+ → µ+νµµ+µ− process remains the only unmeasured of the four K → lνl′ l̄′ decays, where
l, l′ ∈ e, µ. The B787 experiment at BNL established the following constraint on the branching
ratio [49]

BB787
exp (K+ → µ+νµµ+µ−) < 4.1 × 10−7 at 90% CL. (2.4.1)

A general branching ratio, B, of particle P is defined as

B(P → D0) = Γ(P → D0)∑
n

Γ(P → Dn)
, (2.4.2)
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where Γ(P → D0) is the partial width of the decay into final state D0 and the set n encompasses all
the allowed decays channels of the particle. An individual decay width can be further parameterised
as

Γ(P → D0) = 1
2mP

∫
|A(P → D0)|2dΦ(D0), (2.4.3)

with A(P → D0), the amplitude, being the matrix element describing the dynamics of the process,
Φ(D0) the allowed kinematic phase-space of the final state D0 and mP the mass of the parent particle.

The most recent prediction of the K+ → µ+νµµ+µ− decay width was obtained using chiral pertur-
bation theory, χPT . The following subsections introduce χPT and summarise the calculation of the
SM expectation for B(K+ → µ+νµµ+µ−). The final state of the K+ → µ+νµµ+µ− decay allows for
investigating BSM models with new forces coupling preferentially to muons and consistent with the
observed muon anomalous magnetic moment. The chapter concludes with an outline of such a BSM
model and a summary of the estimated sensitivity of the K+ → µ+νµµ+µ−analysis to that model.
While the BSM model was not addressed as part of the analysis described in this thesis, it will be
pursued as a natural extension of the work presented in Chapter 5.

2.4.1 Chiral Perturbation Theory

Due to asymptotic freedom of the parton (gluon and quark) fields at low energies in QCD, analytic
derivation of hadronic interactions from the SM Lagrangian is not possible in the low-energy regime.
Instead, one can resort to constructing an effective field theory, that is one where only a small number
of degrees of freedom is kept, with the remainder of free parameters of the underlying theory inte-
grated out and the structure of the theory itself absorbed into effective coupling constants. Chiral
perturbation theory is an example of such an approach, where the remaining degrees of freedom are
the masses of the three lightest quarks, mq, q ∈ {u, d, s}, which can be parameterised using the
masses if the light meson octet, {π0, π±, K0, K̄0, K±, η}, with the strong interaction parameterised
with respect to hadronic and not partonic states.

The χPT name derives from QCD exhibiting a perfect chiral symmetry in the limit mq → 0 ∀ q ∈
{u, d, s, c, t, b}. Looking at sector of the three lightest quarks, the explicit spontaneous chiral symmetry
breaking occurs due to mq ̸= 0 ∀ q ∈ {u, d, s}. The effective Lagrangian, L, is then extended
to include electroweak interactions, parameterised by a set of low-energy couplings (LECs). The
resulting Lagrangian gives asymptotically stable hadronic states in the low-energy regime, enabling
perturbative calculations, expanding in powers of quark masses and momentum, p. The p-order of the
calculation defines the number of required LECs, which cannot be computed analytically and hence
are taken from empirical measurements. χPT is valid only up to an energy scale corresponding to the
breaking of this approximate symmetry, ΛX ≈ 1.2 GeV [50]. Detailed overviews of χPT can be found
in References [51][52][53].

2.4.2 Standard Model Branching Ratio

Given ΛX > mK , chiral perturbation theory is frequently used for numerical predictions in the kaon
sector. The computation of BSM (K+ → µ+νµµ+µ−) to order p4, as described in Reference [10],
was motivated by the availability of the relevant χPT LECs and will be summarised here. All Greek
symbols excluding ν appearing in equations of this subsection define four-vector indices from the set
{0, 1, 2, 3} that are implicitly summed over according to the Einstein summation convention.
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The four-momenta involved in a K+ → lνl′ l̄′ decay can be labelled as

K+(p) → l(pl)ν(pν)l′(p1)l̄′(p2). (2.4.4)

The matrix element for the process is

T = −iGF eV ∗
usϵ̄ρ

{
FKL̄ρ − H̄ρµlµ

}
, (2.4.5)

with
L̄ρ = mlū(pν)(1 + γ5)

{2pµ − qµ

2pq − q2 − 2pµ
l + �qγµ

2plq + q2

}
v(pl),

lµ = ū(pν)γµ(1 − γ5)v(pl),

H̄ρµ = iV1ϵρµαβqαpβ − A1(qWgρµ) − W ρqµ)

−A2(q2gρµ − qρqµ) − A4(qWqρ − q2W ρ)W µ,

(2.4.6)

where
A4 = FK

m2
K+ − W 2

2F K
V (q2) − 1

q2 + A3,

ϵ̄µ = e
q2 ū(p2)γµv(p1).

(2.4.7)

The four-momenta
q = p1 + p2, W = pl + pν = p − q (2.4.8)

characterise the transfer to the dilepton (l′ l̄′) pair and the virtual W+ boson respectively.

The three constants multiplying both terms of Equation 2.4.5 are the electric charge, e, the Fermi
constant GF and the CKM matrix element Vus, underlining the electro-weak nature of the decay. The
ϵ̄µ symbol defines the polarisation vector of the virtual photon, satisfying qµϵ̄µ = 0. The outgoing
states of the four leptons are described by spinors u(px) , v(px), which are solutions to the covariant
form of Dirac equations

(γµpµ
x − m)u(px) = 0, (γµpµ

x + m)v(px) = 0, (2.4.9)

with the contraction �q = γµqµ and γµ being the Dirac gamma matrices. Spinor conjugate forms are
ū(v̄) = u(v)†γ0, exploiting the hermitian conjugates u†(v†). The matrix γ5 is the product iγ0γ1γ2γ3,
and ϵρµαβ and gρµ are the totally antisymmetric and metric tensors, with the latter defining a con-
travariant four-vector as pµ = gµρpρ. The Vi and Ai symbols represent the amplitudes used for the
deconstruction of the vector and axial-vector weak form factors, while F and FK are scaled psue-
doscalar decay constants for the charged pion and kaon respectively. The electromagnetic form factor
of the positively charged kaon is denoted by F K

V (q2), with mK+ representing the K+ mass.

Considering the physics of the process, there are three general types of diagrams contributing
to the matrix element. Bremsstrahlung of the final state muon and the incoming K+ are shown in
Figures 2.4 a) and b) respectively and represented by first term of Equation 2.4.5, jointly referred to as
the inner bremsstrahlung. Structure-dependent processes, i.e. interactions of the virtual photon with
the hadronic structure of the K+, are described by the second term of Equation 2.4.5 and depicted
in the Figure 2.4 c).
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Figure 2.4: Three types of Feynman diagrams contributing to the K+ → µ+νµµ+µ− decay amplitude.

To leading order of χPT , all the weak form factors are set to zero, with F K
V (q2) = 1 and FK = F .

This results in tree-level contributions from inner bremsstrahlung only. At next-to-leading, i.e. p4,
order, the form factors take the form:

V1 = − 1
8π2F

,

A1 = − 4
F (Lr

9 + Lr
10),

A2 = −2FK(F K
V (q2) − 1)
q2 ,

A3 = 0,

(2.4.10)

with F K
V (q2) retaining the kinematic dependence and Lr

9, Lr
10 being coupling constants parameterising

explicit local action in the Lagrangian. The form factor amplitudes FA, R, FV used by the PDG [13]
can be expressed as

(FA, R, FV ) = − 1√
2mK+

(A1, A2, V1). (2.4.11)

In the effective theory at next-to-leading order, the electromagnetic form factor takes the form

F K
V (q2) = 1 +

(
4
3

Lr
9

F
− 1

144π2F 2

)
q2

− 1
48π2F 2

∑
i=π,K

[
1
4(q2 − 4m2

i )
[
1 −

√
q2 − 4m2

i

q
log q +

√
q2 − 4m2

i

q −
√

q2 − 4m2
i

]
− m2

i

]
.

(2.4.12)
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Quantity Value Source
|Vus| 0.220 [54]

F 93.2 MeV [54] [55]
FK 113.6 MeV [54] [55]
Lr

9 6.9 × 10−3 MeV [56]
Lr

10 −5.5 × 10−3 MeV [56]

Table 2.2: Values of constants used in the calculation of BSM (K+ → µ+νµµ+µ−) as described in [10].

The contributions from virtual π+ and K+ loops are simplified and contained in the second and third
term, involving the explicit sum over the two species. The values for the five parameters used in the
described BSM (K+ → µ+νµµ+µ−) calculation are shown in Table 2.2.

To account for the presence of two identical µ+ in the decay final state, terms originating from
swapping p1 ↔ pl, i.e.

q → pl + p2,

W → q − p = pν + p1,
(2.4.13)

are subtracted from Equation 2.4.5.

In the decay width calculation, as defined in Equation 2.4.3, the square of the amplitude takes the
form

|A(K+ → µ+νµ+µ−)|2 = 1
2
∑

spins

|T |2, (2.4.14)

where the sum runs over the allowed spin states of the four leptons and the factor 1/2 is due to two
identical particles in the final state. Finally, a phase-space integral is performed numerically using a
Monte-Carlo program, yielding the branching ratio expectation value of [10]

BSM (K+ → µ+νµ+µ−) = 1.35 × 10−8, (2.4.15)

with the uncertainty on the result not provided.

2.4.3 Muon-philic force carriers as a potential solution to the (g − 2)µ

anomaly

Light weakly-coupled force extensions to the SM with carriers coupled preferentially to muons offer
one of the remaining solutions to the observed muon g − 2 anomaly, described in Section 2.2.4. This
section will follow an article proposing a muon-philic force mediated by a scalar [11], which could be
investigated with the NA62 K+ → µ+νµµ+µ− data set.

A general extension to the SM Lagrangian including a new scalar particle coupling to the muons,
ϕ is

Lext = 1
2(∂µϕ)2 −

m2
ϕ

2 ϕ2 − yϕϕµ̄µ, (2.4.16)

where mϕ is the mass of the scalar and yϕ is the Yukawa coupling strength to the muon filed, µ.
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Figure 2.5: Dependence of the branching ratio of K+ → µ+νµX normalised to the coupling strength,
αϕ, on the mass of X. The red and black lines represent vector and scalar (ϕ) muonphilic mediators
respectively. The small inset represents a region where X → µµ is the dominant decay mode of the
mediator. [11]

The production rate of the scalar mediator in conjunction with a µ+νµ pair is governed by the width

ΓK+→µ+νµϕ = 1
256π3m3

K+

∫
|Mϕ|2dm12dm23, (2.4.17)

with m12 = (pϕ + pν)2 and m23 = (pϕ + pµ)2, where pX represents the four-momentum of particle X.
The squared matrix element takes the form

|Mϕ|2 = λ2
µy2

ϕ

2m2
µ(m2

23 − m2
µ)2

[
m2

K(m2
23 + m2

µ)2

−m2
23

(
(m2

23 + m2
µ)2 + m2

12(m2
23 − m2

µ)
)

+m2
ϕ(m2

23 − m2
µm2

K+)
]
,

(2.4.18)

where λµ = 2GF fKmµ|Vus| ≈ 8.7×10−8 encapsulates the relevant coupling constants as defined previ-
ously and fK = 160 MeV is the kaon decay constant. The predicted branching ratio of K+ → µ+νµϕ,
normalised to the coupling strength αϕ = y2

ϕ/4π, is presented as the black curve in Figure 2.5 as a
function of the mass of the mediator.

The dominant decay mode of the new mediator depends on the mass of the particle. Two photons
generated through a muon loop are the preferred final state for mϕ < 2mµ, whereas for mϕ > 2mµ,
the dominant di-muon decay width can be expressed as

Γϕ→µ+µ− = αϕmϕ

2

(
1 −

4m2
µ

m2
ϕ

)3/2
. (2.4.19)

Given the new mediator couples exclusively with muons, the only diagram contributing to the
K+ → µ+νµϕ(ϕ → µ+µ−) amplitude at leading order is that of Figure 2.6. Note that the K+ → µ+νµϕ

branching ratio in the mass range dominated by the ϕ → µ+µ− decay is ≲ 10−10 assuming αϕ = 10−8,
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Figure 2.6: Feynman diagram for the leading contribution of a BSM scalar muon-philic force to the
K+ → µ+νµµ+µ− decay.

as evident from Figure 2.5. The resulting contribution to B(K+ → µ+νµ+µ−) would be on a sub-
percent level of the SM value of Equation 2.4.15. Hence B(K+ → µ+νµ+µ−) is not a suitable
observable to investigate the presence of the muon-philic scalar mediator.

Given the low expected yield of the BSM contribution as compared to the SM rate, the search for
the new physics effects should be performed as a peak search in the spectrum of the invariant mass of
the µ+µ− track pair, corresponding to mϕ if the correct positive muon is selected. The reach of the
NA62 experiment into the (mϕ, αϕ) phase-space was estimated in [11] using the following assumptions.
The accepeptance of both the BSM signal, K+ → µ+νµϕ(ϕ → µ+µ−), and SM background, the
K+ → µ+νµµ+µ−decay, is taken as 5%. Other background sources arising from misidentification of
pions as muons and pion decays in flight are neglected due to expected sub-leading contributions.
The sidebands of a particular mϕ hypothesis are used to provide a data-driven background estimate.
Granularity along the scalar mass dimension is determined by the momentum resolution of the NA62
experiment, here taken as δpµ/pµ = 0.4% for a pµ = 20 GeV/c muon track. Assuming statistical
effects will dominate the overall uncertainty and the collection of 1013 positively charged kaon decays
within the sensitive region of the NA62 detector, one obtains the (mϕ, αϕ) phase-space reach of Figure
2.7, where the K+ → µ+νµµ+µ− 90% CL exclusion contour is labelled K → 3µ�E. The green band
of Figure 2.7 covering the (g − 2)µ-anomaly-allowed region is based on an average excluding the
most recent result, with a central value consistent with Equation 2.2.4 but with significantly larger
uncertainty. The inclusion of the latest measurement performed by the Muon g − 2 Collaboration [30]
would yield a band narrower by factor ∼ 3 and fully contained within the one shown in Figure 2.7. The
plot also includes a red line labelled K → µ�E, depicting the (mϕ, αϕ) phase-space reach at 90% CL
for a search involving ϕ decay into an invisible final state on NA62 data under assumptions detailed
in Reference [11].
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Figure 2.7: Projection of the NA62 reach into parameter space for a muon-philic scalar force mediated
by a ϕ particle. The light green band accommodates the (g −2)µ anomaly as measured prior to results
from the Fermilab Muon g − 2 Experiment [57]. The experimental constraints from the E137 [58] and
BABAR [59] Collaborations are included. The grey dashed line denotes a limit on the lifetime of the
mediator such that the particle can give an invisible signal in the NA62 apparatus. The K → µ�E
red line and K → 3µ�E blue line denote the reach of searches with one and three muon tracks
respectively. [11]
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Chapter 3

The NA62 Experiment at CERN

The NA62 Experiment is located in the TCC8 and ECN3 experimental halls at the CERN North
Area, as shown in Figure 3.1. The experiment was conceived with the aim of measuring the very rare
charged kaon decay K+ → π+νν̄ to a 10% relative precision, using a kaon decay-in-flight technique
and protons delivered by CERN’s Super Proton Synchrotron (SPS).

SPS
Figure 3.1: Aerial view of the CERN Prevessin site, known as the North Area, produced with the
CERN Geographic Information System [60]. CERN overground buildings are marked in pink, with
underground tunnels and caverns in blue. Elements of the particle delivery system to the NA62
Experiment (accelerators, transfer lines, targets) and the experimental caverns used by NA62 are
marked in black.
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Final state BR[%] Suppression mechanism
µ+νµ 63.56 ± 0.11 PID & kinematics
π+π0 20.67 ± 0.08 Photon veto & kinematics
π+π+π− 5.583 ± 0.024 Track multiplcity & kinematics
π0e+νe 5.07 ± 0.04 PID & photon veto
π0µ+νµ 3.352 ± 0.033 PID & photon veto
π+π0π0 1.760 ± 0.023 Photon veto & kinematics

Table 3.1: Six main decay modes of the positively charged kaon together with their branching ratios
and strategies for their suppression within the NA62 Experiment. Numerical values taken from [13].

The beam line and detector of NA62 were designed together to enable the measurement given the
elusive nature of the decay in question, with only a positively charged pion track in the final state
and missing energy-momentum to account for the presence of the neutrino-anti-neutrino pair. Such a
signature can be obtained from any charged kaon decay involving a positive pion in the event of the
other daughter particles escaping detection, as well as through a similar mechanism with additional
misidentification of a positive muon or positron as a pion. All of the six main decay modes of the
K+, listed in Table 3.1, are potential sources of background for the K+ → π+νν̄ channel. Mitigating
significant background contamination necessitates excellent kinematic resolution for both parent kaon
and daughter particles, efficient particle identification (PID) and a hermetic photon veto to suppress
the K+ → π+π0(π0 → γγ) process. Target precision of the K+ → π+νν̄ measurement and the SM
prediction for branching ration of the signal mode being O(10−10) require the collection of O(1013)
kaon decays within the acceptance of the detector. To achieve this goal on a few years’ timescale,
delivering a beam of high intensity is necessary. Consequently, timing resolution of O(100 ps) and
high trigger efficiency were added to the design requirements.

The NA62 Experiment collected K+ → π+νν̄ data in 2016, 2017 and 2018, jointly referred to as
Run1. Data-taking recommenced in 2021 and is planned to last until at least 2025, with this second
period referred to as Run2.

To fulfill the technical requirements, the approaches described further in this chapter were adapted,
with beam line specifications followed by details of the detector design, then trigger and data acqui-
sition (TDAQ) system, as implmented for Run1. The chapter concludes with an overview of the
NA62 software framework, used for simulation, data reconstruction and analysis, together with the
methodology and an up-to-date result of the K+ → π+νν̄ analysis.

3.1 Beam line

To produce an intense hadron beam containing charged kaons, the NA62 Experiment relies on the
CERN accelerator complex for the delivery of protons. The protons are extracted from the SPS in
∼3 s spills, each delivering ∼ 3.3 × 1012 protons, transferred through the TT20 line, diverted through
the T4 target, and propagated through the P42 line, all shown in Figure 3.1. The 400 GeV protons
then impinge on the T10 target, a beryllium cylinder of 2 mm diameter and 400 mm length, to produce
a secondary hadron beam named K12, which passes through experimental halls TCC8 and ECN3 of
the North Area [61]. The target material, together with the central momentum of 75 GeV/c of the
secondary beam were chosen to maximise the production of kaons with respect to protons and other
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Particle species p K+ π+ µ+ Total
Beam fraction [%] 23 6 70 <1 100
Instantaneous intensity [MHz] 175 45 525 ≈ 5 750

Table 3.2: Beam composition and instantaneous particle rates per species at nominal intensity of the
K12 beam line. Values taken from [62].

hadron components, as shown in Table 3.2 including nominal instantaneous particle rates.

The experimental right-handed coordinate system is defined by the direction of the beam, taken as
the z-axis so that particles travel in the positive z-direction, and the vertical y-axis pointing upwards.
The position of the T10 target serves as the origin of the experimental coordinate system.

The secondary hadron beam propagates through the beam line shown in Figure 3.2, with the con-
ventional division into upstream and downstream parts delimited by the position of the third station
of the GigaTracker, i.e. 102.4 m downstream of the T10 target. The beam initially passes through a
large-acceptance copper collimator, then is focused in the (x, y) plane by three quadrupole magnets
(Q1, Q2, Q3). Subsequently, secondary hadrons encounter the first achromat (A1), composed of four
dipole magnets and responsible for selecting the central momentum of 75 GeV/c with a 1% root-mean-
square (RMS) acceptance. The first two magnets displace the beam along the horizontal direction.
The beam then propagates through graduated holes of a set of two movable beam-dump units (TAX1
and TAX2), used to absorb particles outside the desired momentum and direction range. Between
the two units, a set of tungsten plates of total length of 50 mm is inserted, with the depth optimised
to allow maximal positron energy loss from bremsstrahlung while minimising hadron scattering. The
first achromat concludes with two dipole magnets, returning the centre of the beam to its original
direction along the z-axis. The beam is then re-focused and collimated in both x and y directions by
a set of quadrupole magnets interspersed with collimators, removing the remainder of particles scat-
tered by the tungsten plates. Secondary particles pass through a set of dipole magnets, labelled B3 in
Figure 3.2, which impart a vertical magnetic field causing the de-focused positive and negative muons
to be swept away. The correction for a potential deviation due to the muon sweepers is provided by
a pair of dipole magnets (TRIM2 and TRIM3).

The beam particles are then prepared for entry into the first detector system, the KTAG, located
about 70 m downstream of the T10 target. Parallelisation of beam hadrons and minimising their
radial dispersion is handled by a pair of quadrupole magnets (Q7, Q8) followed by two collimators
(C4, C5). Two pairs of filament scintillator counters (FISCs), one oriented along the x and the other
along the y directions, enable the measurement of transverse beam profiles. One module of each pair
is positioned in front of and the other behind the KTAG, with the FISCs used both for beam tuning
and quality monitoring during data-taking.

Subsequently, beam particles are focused one final time by a pair of quadrupole magnets (Q9,
Q10), before entering the second achromat (A2) housing the three-station magnetic beam spectrom-
eter, the GigaTracker (GTK). The achromat is composed of four dipole magnets, with the first pair
imparting a vertical parallel displacement of −60 mm and the other returning the beam to the original
direction. Between the two magnet pairs, the particles encounter a toroidally magnetized iron colli-
mator, known as a scraper magnet (SCR1), responsible for defocusing and removing the muon beam

19



Q
4

Q
8

TAX1,2

A1 A2Q
9

Q
1

Q
2

Q
3

Q
5

Q
7

Q
10

SCR1

T
1

0

Q
6

HORIZONTAL PLANE

VERTICAL PLANE

C
5

F
IS

C
1

F
IS

C
3

C
7C
3

C
1

TAX1,2

Q
8

C
2

C
6

CEDAR

T
R

IM
3

Q
9

Q
1

Q
2

Q
3

Q
4

Q
5

Q
7

Q
10

B
3

SCR1T
1

0

Q
6

C
4

F
IS

C
2

F
IS

C
4

B
3

I              I              I              I              I              I             I              I              I              I              I           
0.           10.          20.          30.          40.          50.         60.          70.          80.          90.          100.    Z [m]

 
                 
      Y[mm]

      
      40

      20
      
        0
     
     -20

     -40

                 
      X[mm]

      
      40

      20
      
        0
     
     -20

     -40

T
R

IM
5

(a) Vertical and horizontal views of the upstream section of the K12 beam
line, spanning the T10 target to the TRIM5 magnet. Trajectory of a beam
particle emitted from the T10 target along in the positive z-direction is shown
as the dashed line. The red line marks the trajectory of a secondary hadron
emitted from the target at the indicated angle.

(b) Horizontal view of the downstream section of the K12 beam line, spanning
the TRIM5 magnet to the beam dump. The solid yellow line denotes the
nominal trajectory of the K12 beam, with the dashed lines marking the width
of the beam profile.

Figure 3.2: Schematics of the K12 beam line, containing the secondary hadron beam used by the
NA62 experiment. The detector and beam line components are labelled. [62]
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component. After exiting the achromat, the beam is subject to the effects of the last two collimators
(C6, C7), defining the final angular acceptance of the beam and discarding any particles outside of it,
such as products of upstream decays. During the 2018 data-taking campaign, a fixed iron collimator
(TCX) replaced C6 and C7, offering improved suppression of particles originating from decays in the
upstream region, owing to its significantly larger transverse size and depth.

The beam particles are then subject to a deflection originating from a dipole magnet (TRIM5) po-
sitioned immediately downstream of the last GTK station. The 90 MeV/c magnetic kick to 75 GeV/c

particles results in a 1.2 mrad deflection in the x-plane, with the beam entering a long vacuum tank
housing the fiducial region for kaon decays (later referred to as FV). In the downstream section of the
beam line, as shown in Figure 3.2b), beam components travel in a straight line and through the cen-
tral holes of the first two downstream spectrometer stations (STRAW1, STRAW2). The particles are
subject to a 270 MeV/c magnetic kick from the MNP33 magnet, resulting in a deflection of −3.6 mrad
in the (x, z) plane countering the effect of the TRIM5 magnet. The beam then continues past the
central holes of the final two spectrometer stations (STRAW3, STRAW4). The MNP33 deflection
results in beam particles hitting the centre of the (x, y) plane at a z-position 2.8 m downstream of the
front face of the electromagnetic calorimeter, the LKr.

The large vacuum tank housing the FV and the downstream spectrometer terminates behind
STRAW4, with the beam particles crossing a thin aluminum window and entering an evacuated beam
pipe, which allows them to pass through the centres of the downstream detector systems. The beam
pipe closely follows the direction of the beam, accounting for its divergence, and minimises the amount
of downstream detector signals originating from beam components. Two FISCs are present at the point
where the beam crosses the z-axis, verifying its shape before a final magnetic deflection. The magnetic
kick is provided by a dipole magnet (BEND) and directs the beam at −13.2 mrad in the (x, z) plane,
towards the beam dump. Before being absorbed by the iron dump surrounded by concrete, beam
components exit the evacuated beam pipe and pass through a wire chamber with analogue readout
and an ionisation chamber. These two instruments allow a final measurement of the beam profile and
a live per-spill monitoring of the number of protons delivered on the T10 target.

3.2 Detector

The detector of the NA62 Experiment aims to enable a decay-in-flight measurement of the K+ → π+νν̄

decay, with the general requirements outlined in the beginning of this chapter. The elusive nature of
the signal mode and the high beam intensity, leading to a high detector rates, require precise quanti-
tative descriptions of both the parent kaon and the daughter pion, together with a hermetic veto for
photons and high efficiency of detection of any additional charged particles. Beam particle momenta
and directions are measured by the upstream spectrometer, the GTK, with the kaon indentified and
timestamped by the KTAG system. All the remaining detector systems of the NA62 detector, as
shown in Figure 3.3, are designed to identify and quantify signal from decays originating in the FV
and other particles arriving from the upstream.

This section describes the detector systems of NA62 in their Run1 configurations, with more detail
available in reference [62]. Systems pertinent to the K+ → µ+νµµ+µ− analysis are covered in greater
detail.
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Figure 3.3: Schematic of the NA62 detector in its 2017 and early 2018 configuration, as viewed from
the side. The object labelled “CHOD” describes the position of both NA48-CHOD and CHOD. [62]

3.2.1 KTAG

The unseparated hadron beam of NA62 contains only 6% of positively charged kaons. To enable
the measurement of their decays, in particular matching the upstream spectrometer tracks produced
by all charged beam particles to downstream signatures, and reject beam particle interactions with
vacuum tank gas, the kaon crossing time must be obtained with a precision of 100 ps. This task is
performed by a differential Cherenkov detector with a bespoke photon readout system, the KTAG.
The system is designed to minimise material thickness in the path of the beam, which defines the
amount of scattering due to the detector, maximise the efficiency of kaon detection and ensure a small
contamination arising from beam pions. To satisfy the requirements at the expected 45 MHz kaon rate,
a standard nitrogen-filled ChErenkov Differential counter with Achromatic Ring focus (CEDAR) [63],
designed for identification of high energy particles in secondary SPS beams, was complemented with
a state-of-the-art purpose-built photon readout [64].

Differential Cherenkov counters exploit the Cherenkov effect, where charged particles travelling
through a medium at a speed larger than the speed of light in that medium emit photons at an angle
θC with respect to their direction. For particles of velocity v = βc, photons can be focused on a plane
with an effective focal length f , leading to a light ring of radius

RC = f × θC = f × cos−1
( 1

nβ

)
, (3.2.1)

with n being the refractive index of the medium. In CEDARs, the radius at which photons are
extracted from the vessel through eight quartz windows, as shown in the light propagation schematic
of Figure 3.4, is fixed. Given the fixed central momentum of the beam, p, a particle species of mass
m is characterised by a velocity

β =
(

1 + m2

p2

)−1/2
. (3.2.2)

The desired species, i.e. kaons, can be selected by choice of gas medium and number density, ρ defining
the refractive index, with the dependence

(n − 1) ∝ ρ ∝ P/T, (3.2.3)

where P and T are the pressure and temperature of a gas contained in a fixed volume.
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Figure 3.4: Left: Schematic diagram of light propagation in the CEDAR vessel. [65] Right: Mechanical
design showing one half of the KTAG detector readout module. [64]

In a CEDAR vessel, well insulated by design, the refractive index is hence determined by the gas
pressure. The NA62 CEDAR was filled nitrogen at pressure of 1.73 bar during Run1.

To minimise pion contamination of the kaon signal, with radial separation δR(K −π) ≈ 2 mm, the
width of the transmitted light ring can be constrained by using a motorised diaphragm. The width
of the light ring is dominated by beam divergence, with a significant contribution from chromatic
dispersion and minor ones from scattering and refractive index inhomogeneity [63]. The impact of the
first phenomenon is mitigated by precise beam steering to achieve <100 mrad divergence and detector
alignment using a pair motors, independently parallelising the optical axis in the (x, z) and (y, z)
planes. Chromatic dispersion is tackled by the usage of correctors fixed inside the CEDAR vessel, as
shown in Figure 3.4. Overall, the individual light ring width is kept well below the kaon-pion radial
separation, with the diaphragm operated at an aperture of ∼1.5 mm.

After exiting the CEDAR vessel through one of the eight thin, uniformly spaced quarts windows,
the photons are reflected radially outwards by a spherical mirror towards a light box, as shown in
Figure 3.4. Each of the eight light boxes, often referred to as sectors or octants, consists of an aluminum
plate with cone-section-shaped and Mylar-lined holes leading to 48 photomultipliers(PMs), with the
single channel resolution of σt(PMT ) = 300 ps. The large number of PMs per octant was chosen to
achieve the required time resolution of <100 ps, since a kaon crossing time resolution, σt(KTAG) is
taken as the average of over Nγ detected photons, so that

σt(KTAG) = σt(PMT )/
√

Nγ . (3.2.4)

A more detailed description of the light box geometry is available in [64].

The KTAG performance in NA62 Run1 was characterised by observing an average of 20 Cherenkov
photons per kaon candidate, i.e. one constructed from coincident signals in at least five octants of
the detector. The time resolution of the detector in that period can hence be calculated from Equa-
tion 3.2.4 as ∼70 ps. The average efficiency of kaon identification in Run1 is 98%.

3.2.2 Beam spectrometer - GTK

The Gigatracker (GTK) is a beam spectrometer positioned around the A2 magnetic achromat of the
K12 beam line inside the evacuated beam pipe [66]. In the Run1 configuration, it consists of three
stations, with the layout presented in Figure 3.5: GTK1 before the first dipole magnet pair, GTK2 in
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Figure 3.5: Left: Schematic of the GTK beam spectrometer. The dashed line follows the trajectory
of a K12 beam particle travelling at the central momentum of 75 GeV/c from left to right. Right top:
Sketch of a single GTK station. The beam would traverse the module from top to bottom. Right
bottom: picture of a fully assembled GTK station, viewed from the sensor side. [62]

the section where the beam particles travel at a vertical displacement of −60 mm and GTK3 down-
stream of the achromat and the following TRIM5 kicker magnet. Precise measurement of positions at
each of the three stations allows to reconstruct the beam particle momentum magnitudes under the
magnetic deflection, as well as their direction.

Recording signal from all charged hadron beam components, the GTK is exposed to the highest
hit rate of all the NA62 detector systems (up to 1.5 MHz/mm2 [66]), necessitating excellent time
resolution and radiation hardness. To achieve these goals, hybrid silicon pixel technology was em-
ployed, each station comprising of a sensor, on-detector read-out and cooling layers in the path of the
beam, see Figure 3.5. The cooling system, maintaining the modules at −15 ◦C, was designed to allow
continuous operation of the detector under full intensity for 100 days without significant performance
loss [67]. The design thickness of a single station under 0.5% X0, with the sensor layer only 200 µm
thick, was chosen to minimise both multiple Coulomb scattering of beam particles interacting with
the detector and the amount of background from interactions in GTK3.

To achieve a target momentum resolution of σp/p = 0.2% given the vertical spatial dispersion of
the beam of 0.6 mm at GTK2, a 300 × 300 µm2 pixel size was chosen. A matrix of 40 × 45 pixels is
read out by an application-specific integrated circuit (ASIC) [68], with two rows of five such modules
comprising a single station of active area 62.8 × 27 mm2. The detector geometry provides a 0.16 µrad
angular resolution in the (x, z) and (y, z) planes. The usage of a time-over-threshold technique with
multiple corrections, including the effects of time-walk, gives a single pixel time resolution of 150 ps.

3.2.3 CHANTI

The CHarged ANTI-coincidence detector (CHANTI) [69] is positioned just downstream of the final
GTK station and was designed to detect charged particles scattering in GTK3, also being sensitive
to upstream kaon decays and beam halo muons originating from the K12 beam line. It comprises
six stations housed in a vacuum vessel shared with GTK3, with the spacing approximately doubling
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Figure 3.6: Left: Three of the four views, i.e. layers of equally-oriented straws, present in a single
STRAW detector station. A superposition of the four views gives hermetic coverage spanning a 2.1 m
circle with a beam-hole in the middle for a free passage of the beam. Right: Positioning of straw tubes
within a single STRAW detector view optimised to ensure sufficient overlap for a particle to cross at
least two straws. [62]

between subsequent module pairs. Two orthogonally-oriented layers of scintillator bars of area 300 ×
300 mm2 with a beam hole in the middle make up a single station. This geometry allows for a
hermetic coverage in the angular range of 49 mrad to 1.34 rad. The scintillator bars are of triangular
shape, 3.3 cm wide at the base with a central wavelength-shifting optical fibre propagating the light
signal to a silicon photo-multiplier (SiPM) for each bar. The detector system was measured to be 99%
efficient [69], with the observed position and time resolutions of ∼2.5 mm and ∼0.8 ns [62], respectively,
critical for space-time matching and minimisation of the impact of accidental activity.

3.2.4 STRAW

The STRAW is a magnetic spectrometer designed to measure momenta and directions of decay prod-
ucts of the K12 kaons. The spectrometer consists of four stations, two placed in front of and two
downstream of the MNP33 magnet, as shown in Figures 3.2 and 3.3. An integrated magnetic field
of 0.9 T m supplies a deflection which allows for a measurement of momentum. To satisfy the low
scattering and precision requirements, the chosen approach was a bespoke system of thin gas-filled
straw tubes inserted directly into the main vacuum vessel of NA62, immediately downstream of the
target kaon decay region. Each station is composed of four views of 2160 mm-long and 9.8 mm-
diameter straws, aligned orthogonally in pairs in (X, Y ) and (U, V ) directions, with the latter rotated
by 45◦ with respect to the experimental coordinate system, see Figure 3.6. Central straws from each
view are removed to allow for the passage of the undecayed beam particles, as visible in Figure 3.2.
Tracks produced in kaon decays in the generalised NA62 acceptance will span the angular range ±3◦,
motivating the relative staggering of the two pairs of tube layers within a view. Such redundancy
guarantees at least two straw crossings per charged particle track in each view, as shown in Figure 3.6.

A single straw tube is made of a thin layer of polyethylene terephthalate (PET), covered by 50 nm
of copper and 20 nm of gold on the inside. The tubes are filled with a gas mixture composed of 70%
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Figure 3.7: Schematic view of the RICH detector vessel, with indicated beam direction, layout of the
mirror mosaic at the downstream end and photo-multiplier arrays on the upstream flange. [62]

argon and 30% CO2, and contain a 30 µm thick tungsten anode wire running on the symmetry axis
of the cylinder. A charged particle passing through a tube creates electron-ion pairs. The duration
of the electrical pulse generated on the anode defines the distance of particle impact point from the
central wire, further improving the point position resolution. Small dimensions of individual straws
allow to achieve a light system, totalling 1.8% X0.

The novel design allowed to achieve the target momentum resolution of the spectrometer of

σp

p
= 0.30% ⊕ 0.005% × p, (3.2.5)

where the particle momentum, p has units of GeV/c. The one-dimensional angular resolution of the
system decreases from 60 µrad at 10 GeV/c to 20 µrad at 50 GeV/c.

3.2.5 RICH

The Ring Imaging CHerenkov (RICH) detector of NA62 was designed to allow for pion and muon
separation in the (15 to 35) GeV/c momentum range, as necessary for the K+ → π+νν̄ analysis. Fur-
thermore, the system was required to provide a sub-100 ps timing information, compatible with the
performance of the upstream KTAG-GTK system.

The target Cherenkov threshold for the detector was set for a 12.5 GeV/c pion to ensure full effi-
ciency at the lower momentum limit, leading to the required refractive index n such that (n − 1) =
62×10−6. This motivated the choice of neon as the radiative medium, as it nearly exactly matches the
requirement at room temperature and atmospheric pressure. The RICH vessel, a 17 m long cylinder
with diameter decreasing from 4.2 m upstream to 3.2 m downstream, is located downstream of the
NA62 vacuum tank. A thin evacuated aluminum tube running along the centre of the vessel sepa-
rates the beam from the active detector area. Cherenkov photons from charged kaon daughters with
momentum exceeding the detector threshold are incident on the downstream end, housing an array
of spherical mirrors, shown in Figure 3.7. The array consists of 18 hexagonal and 2 half-hexagonal
mirrors of 350 mm side, separated along the vertical into two groups reflecting the light to the left
and right of the active area respectively. The orientation of each mirror is controlled though a pair
of remotely-controlled piezoelectric actuators, allowing for quick alignment to validate detector per-
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Figure 3.8: Left: Schematic of the NA48-CHOD, showing the two orthogonally-aligned layers of
scintillator slabs, with readout photo-multiplier tubes at their ends and the support structure. Right:
tile layout and per-tile hit rate in MHz at nominal NA62 intensity for the CHOD. [62]

formance. The photons travel upstream, towards two arrays of PMs situated symmetrically on the
outer flange of the upstream end of the vessel. The granularity of the readout assemblies significantly
contributes to the angular resolution of the detector. 976 PMs per array were instrumented, with the
active area enhanced through the use of Mylar-covered Winston Cones [70].

The detector performance was measured on 2017 data yielding a pion identification efficiency of
83% and a muon contamination of 0.2% [71]. A sample of K → π0e+νe events from 2017 data was
used to quantify the RICH timing resolution as 70 ps [72].

3.2.6 Charged particle hodoscopes

The NA62 experiment uses two independent scintillator detector systems positioned between the RICH
and LKr, the NA48-CHOD inherited from the NA48 experiment [73], and the CHOD custom-built
for NA62. Both detectors are used primarily for the provision of fast information on the presence of
charged particles in the radial range (145 to 1070) mm downstream of the RICH for triggering purposes,
with the lower and upper limits defined by the shapes of the IRC calorimeter and the LAV12 station
respectively (see Section 3.2.8). The hodoscopes provide timing information for charged particles
of all momenta, serving as the only timing system for particle outside the RICH operational range.
Both detectors have a central hole, allowing the beam pipe to transmit the undecayed K12 beam
components without interactions.

3.2.6.1 NA48-CHOD

The NA48-CHOD is placed between the RICH and the LAV12 station. It consists of two diagonally-
oriented layers of 20 mm thick scintillator slabs made of BC408, with the material choice motivated
by a fast decay time. The slabs vary in both length and width, ranging from 65 × 1210 mm2 for the
innermost, to 99 × 600 mm2 for the outermost, as shown in Figure 3.8. Light generated by charged
particles passing through the NA48-CHOD is collected by photo-multiplier tubes (PMTs), one at the
outer end of each slab, optically connected by a Plexiglas light guide. The position of the particle
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impact point is obtained from the coincidence of signal in the vertical and horizontal layers, with the
two layer system helping to suppress noise and back-scatter from the LKr calorimeter. The NA48-
CHOD is read out with time-over-threshold discriminators developed for the LAV detector, achieving
a single-particle time resolution of ∼200 ps [62]. The total system thickness is 0.10 X0.

3.2.6.2 CHOD

The other charged particle hodoscope of NA62, the CHOD, is positioned between the LAV12 and
the LKr calorimeter. It comprises 152 scintillator tiles of 108 mm height and 30 mm depth. The tiles
are vertically spaced by 107 mm, possible thanks to placing alternating rows on opposite sides of a
thin (3 mm) central support foil. The resultant 1 mm vertical overlap minimises inefficiency caused by
particles crossing at tile edges. The tiles have two base widths: 134 and 268 mm, with the former for
instrumenting the higher rate area closer to the beam and edge tiles shaped to extend exactly to an
outer radius of 1070 mm. The geometry is a result of optimisation of single tile rates, with the layout
and expected rates in MHz at nominal NA62 intensity shown in the right panel of Figure 3.8. Each
tile is read out by a pair of silicon PMs, optical contact with the scintillator material provided by
wavelength-shifting fibers, with outputs further shaped by constant fraction discriminators (CFDs)
[74] for improved trigger time resolution. The efficiency of the CHOD was measured on 2016 data as
98.6%, with a single-particle time resolution of 1.01 ns [75].

3.2.7 Liquid krypton calorimeter - LKr

The main electromagnetic calorimeter used in the NA62 setup is the Liquid Krypton calorimeter
(LKr) inherited from the NA48 experiment [73]. It serves two main purposes: providing a photon
veto in the intermediate forward radial region, as defined with respect to the z-axis, and allowing for
particle identification in conjunction with kinematic information from the STRAW spectrometer. To
cope with the high particle rate in NA62, a new readout system was designed for the LKr [76].

The calorimeter is a quasi-homogeneous ionization chamber, filled with liquid krypton kept at
120 K by a purpose-built cryogenic system. The active material was chosen for radiation hardness,
with a filtration plant allowing for purity tests being a part of the cryogenic setup. The calorimeter
vessel has an octagonal front face, covering the area of a circle of 1280 mm radius, with a central
hole accommodating the beam pipe. The vessel has a depth of 1.27 m, corresponding to 27 X0, cho-
sen to ensure full containment (>99%) of electromagnetic showers up to 50 GeV. Readout is provided
through a set of thin Cu-Be electrodes of 20 mm width and 1.27 m length. The lateral spacing between
individual ribbons is 10 mm, as shown in Figure 3.9, leading to a cell transverse size of 20 × 20 mm2.
Such high granularity allows for good position resolution of energy deposits, given the active medium
Moliere radius of 47 mm.

The expected energy resolution of the LKr in the NA62 configuration based on simulation is [62]

σE

E
= 4.8%√

E
⊕ 11%

E
⊕ 0.9%, (3.2.6)

with a slight deterioration as compared to the performance within the NA48 experiment [78] arising
from additional upstream material and a higher detector rate. The detector photon-veto capability
satisfies the NA62 requirements of 10−3 at Eγ>1 GeV and 10−5 at Eγ>10 GeV [62].
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Figure 3.9: Left: schematic view of a quarter of the LKr calorimeter. Right: detail of the calorimeter
cell structure. [77]

3.2.8 Other photon vetoes

The photon-veto requirements of NA62 are defined by the elusive experimental signature of the
K+ → π+νν̄ decay, in particular the fact that the K+ → π+π0(π0 → γγ) process can mimic the
signal mode should the photons go undetected. To enable the decay-in-flight measurement, a her-
metic photon veto covering the angular range (0 to 50) mrad is achieved by employing four different
calorimetric systems, as outlined in Table 3.3.

3.2.8.1 Large Angle Veto - LAV

The Large Angle Veto (LAV) system [79] is designed to veto photons emitted at an angles of (8.5 to
50) mrad from the z-axis and consists of 11 stations (LAV1- LAV11) operating in the vacuum tank
housing the decay volume and a single station (LAV12) placed between the two charged particle ho-
doscopes. As shown in Figure 3.3, the active area of each station is a ring in the (x, y) plane, with
a fixed radial length but varying inner radii and thicknesses. Given the low energy of photons from
π0 decays emitted at angles covered by the LAV, the detector must have an inefficiency of < 10−4 for
Eγ>200 MeV. The large transverse size of the detector active area and the station positions make it
sensitive to beam halo particles, i.e. ones originating from the upstream area but not the K12 beam.
To ensure the halo particles do not contribute through accidentals, a time resolution of ∼1 ns is re-
quired.

At the stage of designing the NA62 detector, modules from the barrel of the electromagnetic
calorimeter of the OPAL experiment [80] became available for recycling. Upon testing, they were
observed to satisfy the performance requirements, offering substantial savings on construction costs.
The individual modules are lead-glass blocks, with 75% of PbO, 370 mm long and of square cross

Coverage [mrad] Detector name Modules
8.5 - 50 LAV 12
1.0 - 8.5 LKr 1

0 - 1 SAV SAC + IRC

Table 3.3: The NA62 photon veto systems, with their radial coverage and number of modules.
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(a) First LAV station.

(b) IRC installed on the K12 beam line.

(c) SAC before installation.

Figure 3.10: Pictures of the LAV1 station, IRC and SAC detectors. [62]

section varying from 100 × 100 to 110 × 110 mm2 on opposite ends. Electromagnetic showers induced
in the glass are detected from the Cherenkov light generated by their charged components. Each
block is read out by a single large-diameter PM, optically connected to the larger-area end by a light
guide. Each station comprises a few layers of rings of lead-glass blocks, with the PMs facing outward,
as shown in Figure 3.10 a). As the ring radius increases, the spacing between the wider ends of the
blocks reduces, which together with the staggered ring layout allows for fewer layers to achieve the
same effective depth for stations further downstream. The geometry results in most incident particles
traversing at least 27 X0 of the lead glass. Custom front-end electronics for the detector were designed
incorporating the time-over-threshold method to achieve the required time resolution [81].

3.2.8.2 Small Angle Veto - SAV

The Small Angle Veto (SAV) system comprises two calorimeters responsible for vetoing photons emit-
ted between 1 mrad and beam direction. Both are shashlyk calorimeters, with plastic scintillator
active regions interspersed by lead plates. Given the low angles of acceptance, the calorimeters are
only subject to photons from beam kaon decays with energy Eγ>5 GeV, requiring an inefficiency
< 10−4 above this threshold.

The Intermediate Ring Calorimeter (IRC) covers the higher end of the SAV angular acceptance,
being an eccentric cylinder positioned just upstream of the LKr. The radial coverage extends to
290 mm, with a central bore of diameter 120 mm with its central axis shifted by 12 mm along the
x-dimension to account for the beam direction, see Figure 3.10 b). The calorimeter comprises two
modules, of 25 and 45 ring-shaped layers upstream and downstream respectively, with a layer contain-
ing a lead plate followed by a scintillator one, both 15 mm thick, totalling 19 X0 for the detector. The
scintillator rings are optically separated into quadrants, with light from each quadrant propagated to
a single PM by a wavelength-shifting fibre.

The Small Angle Calorimeter (SAC) is a square-cross section detector centered around the z-axis,
positioned just before the beam dump and after the final K12 BEND magnet, as shown in Figure 3.2.
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It was designed to tag photons emitted at low angles down to the direction of the beam after the
MNP33 deflection. The calorimeter consists of 70 layers of 205 × 205 mm2 cross-section, each layer
being a succession of a 1.5 mm lead plate and a 1.5 mm plastic scintillator plate. Holes bored out
in the layers allow for the passage of a wavelengths-shifting fibres coupling the scintillating material
to four PMs placed on the downstream end, as shown in Figure 3.10 c). As the scintillating plates
are not transversely separated, the SAC is effectively a single-channel detector, with a total depth of
19 X0.

3.2.9 Hadronic calorimeters - MUV1 and MUV2

The hadronic calorimeter of NA62 is composed of two detectors, MUV1 and MUV2, positioned in
this order downstream of the LKr as shown in Figure 3.3. The MUV2 detector is a refurbished front
module of the hadronic calorimeter of the NA48 experiment [73], while MUV1 was constructed specif-
ically for NA62. Both detectors are sampling calorimeters of interspersed iron and scintillator layers.
The hadronic calorimeter complements the LKr in providing particle identification information based
on energy deposits in the total system.

The MUV1 was designed to provide higher granularity than its refurbished NA48 counterpart. It
comprises 24 iron plates of 26.8 mm thickness interspersed by 23 layers of 9 mm thick scintillator strips
alternately aligned along the horizontal and vertical, with one more of the former. The transverse di-
mensions of the layers are 2700×2600 mm2, with the exclusion of the front and back metal plates, the
increased size of which serves to support the structure and cover the readout fibres. The scintillator
strips are 60 mm wide, as optimised for pion and muon separation capabilities and cost considerations,
and 2620 mm long. Strips in the central region are shortened and split in two to accommodate the
beam pipe and the increased hit rates. Wavelength-shifting fibres from full-length strips of the same
transverse position (but different depth) lead the light signal to one PM from each strip side. The
shorter strips are grouped similarly with readout only from one end, leading to a total of 176 channels.

The MUV2 detector follows a similar layout, with 24 iron plates of 25 mm thickness interleaved
with 23 layers of scintillator strips. The MUV2 strips have the transverse dimensions 1300×119 mm2,
with 4.5 mm depth and the layers alternately aligned as for the MUV1. With the strip length spanning
half the detector size, the central strips have their ends shaped to allow for the passage of the beam
pipe. Strips of the same transverse orientation are optically coupled through Plexiglas wave-guides to
a PM. With the geometry constraining the readout to one end of the strips and roughly double the
strip width of MUV1, the MUV2 has 88 readout channels.

The total system, as presented from simulation in Figure 3.11, has a thickness of 7.8 X0. Careful
calibration of both parts of the hadronic calorimeter allows to achieve the energy resolution of

σE

E
= 0.115 ⊕ 0.38√

E
⊕ 1.37

E
, (3.2.7)

where energy has the units of GeV, as measured on 2015 NA62 data [62]. Combination of MUV1,
MUV2 and LKr energy deposits enables a significant improvement in this metric.
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Figure 3.11: Left: Simulated geometry of the MUV1 and MUV2 detectors, left to right. [82] Right:
Geometry of the MUV3 detector, with simulated per-tile rate at nominal NA62 beam intensity in
MHz. [62]

3.2.10 Fast muon veto - MUV3

The MUV3 detector was designed to provide fast information on the presence of muons in the down-
stream detector, mainly for triggering purposes in case of the K+ → π+νν̄ analysis. It is positioned
immediately downstream of a 800 mm thick iron wall, placed just downstream of MUV2. While pions,
electrons and positrons originating from beam kaon decays will be absorbed in the NA62 calorimeters
and the iron wall, muons can traverse those systems being minimum ionising particles (MIPs). Muon
identification, allowing for veto or positive decision at trigger level as well as at the analysis stage, is
hence performed by checking for hits in the MUV3 detector.

MUV3 is effectively a charged particle hodoscope, of 2640 × 2640 mm2 transverse dimensions and
50 mm tile thickness. The detector geometry, shown in the right panel of Figure 3.11, was chosen to
allow association with STRAW spectrometer tracks at analysis level and satisfy the timing requirement
of the trigger system, while maintaining sensible per-tile illumination. Majority of the MUV3 tiles
(referred to as “outer”) have the transverse dimension of a square with a 220 mm side, leading to
a 12 × 12 matrix. In the central region spanning 440 × 440 mm2 around the beam direction, the
beam pipe is accommodated by a 8 smaller tiles (referred to as “inner”), with their edges shaped to
tightly enclose the vacuum pipe. Each tile is wrapped in Mylar on its upstream end and sides, to
ensure no cross-talk, with the back enclosed in a light-tight box. At the end of each box rest two
2-inch-diameter PMs, with signal from them passed on to CFDs [74] to reduce the time jitter. Muons
traversing the PM front window can generate Cherenkov light, with a probability of ≈ 8%, leading
to a signal arriving 2.5 ns before the scintillation light. The potential time bias from this effect is
partially mitigated by using two PMs per tile. As visible from the right panel of Figure 3.11, the
MUV3 has a few hot tiles adjacent to the beam hole, which often motivates the use of only outer tiles
both for trigger and analysis purposes to avoid the impact of accidental hits. The efficiency of the
MUV3 for >15 GeV/c muons was measured as >99.5% on 2015 data, with a single-tile time resolution
of ∼0.5 ns [62].
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3.2.11 MUV0 and HASC

Two additional veto detectors are employed to measure the low momentum π− and high momentum
π+ originating from K+ → π+π+π− (K3π) decays which fall beyond the geometric acceptance of the
downstream spectrometer. Decays with kinematics involving both such particles, if undetected, give
a signature consistent with the target K+ → π+νν̄ mode.

The MUV0 is a lateral veto positioned to the positive-x side of the downstream RICH flange and
covering an area of 1.4 × 1.4 m2 with two layers of scintillator tiles. The tiles are grouped into nine
super-cells and read out with PMs. K3π decays can produce <10 GeV/c negative pions receiving a
magnetic deflection in the downstream spectrometer opposite to that of the beam, leading to them
escaping the STRAW acceptance. The MUV0 was positioned to intercept such pions.

The HASC detector is a hadronic sampling calorimeter positioned downstream of the last BEND
magnet of the K12 beam line and shifted into the negative x-values, see Figure‘ 3.2. It is composed of 9
reused modules of a prototype Projectile Spectator Detector [83] developed for the NA61 experiment,
with each module having 60 layers of alternating 16 mm lead and 4 mm scintillator plates. The modules
are arranged into a 3 × 3 matrix, covering a 300 × 300 mm2 area, and read out by 360 SiPMs. A π+

of momentum >50 GeV/c from a K3π decay can escape through the central holes of STRAW stations
and receive a deflection by a different angle than the K12 beam from the last BEND magnet. The
HASC was designed to indicate the presence of such pions.

3.2.12 Detector development

The NA62 detector is subject constant development based on the recorded data. Two examples of such
changes during Run1 are the introduction of the additional veto detectors described in Section 3.2.11
in 2016 and the improved TCX collimator installed in 2018.

Prior to the start of Run2, two further systems were introduced [84], the VetoCounter and the
ANTI-0. The former is a scintillator-tile detector made of two station placed upstream of and one
downstream of the final collimator. It was designed to mitigate the “upstream background” of the
K+ → π+νν̄ analysis due to K+ decays between GTK2 and the final collimator. The latter, ANTI-0,
is described in detail in Chapter 4. A new FELIX-based [85] readout system was successfully commis-
sioned for the VetoCounter in 2022 [86]. Changes to detector configuration for Run2 also included the
addition of a fourth GTK station, GTK0, neighbouring GTK1, and a second stations of the HASC,
placed on the opposite side of the K12 beam line.

A new bespoke hydrogen-filled CEDAR detector, the CEDAR-H [65], was constructed and tested
at CERN in 2022 and successfully commissioned as part of the NA62 detector in 2023. The use of
hydrogen as a radiator medium reduces the amount of material in the path of the beam due to the
KTAG by ∼81% as compared to the nitrogen-filled variant, significantly decreasing the amount of
beam scattering. The new bespoke optics allow for a an improved single kaon identification efficiency
of 99.7% with a time resolution of 66 ps [65], both improving over the nitrogen-filled CEDAR.
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3.3 Trigger and Data Acquisition System

The high intensity nature of the NA62 experiment necessitates the use of a fast and efficient data
acquisition system. The elusive nature and extremely low branching ratio of the target K+ → π+νν̄

mode (see Equation 2.3.3) requires a highly selective yet efficient main trigger line, as well as compli-
mentary data sets for control and calibration of the individual detectors. To meet all the requirements,
a CERN-developed Timing, Trigger and Control (TTC) system [87] , delivering a centralised uniform
clock signal of ∼40 MHz frequency from a high-precision low-jitter clock was employed. The clock is
decoupled from that of the accelerator complex, as the active data-taking phases of the experiment
are defined by the spill duration of the SPS of ∼3 s, with variable breaks in between of at least ∼12 s.
The signal generated in the NA62 detector due to particles generated from a single SPS spill is a
standard unit of NA62 data, a “burst”, including events selected by all the applied trigger streams.
Synchronisation between detector readout electronics is ensured by sending a common start-of-burst
signal to all sub-systems, followed by an end-of-burst one a fixed number of clock cycles away, ensuring
uniform timing during particle delivery. Outside of a burst, the systems can independently perform
clean-up tasks. A fixed number of no more than 1500 bursts due to consecutive SPS spills constitutes
a single “run” (unrelated to the the Run1 and Run2 data-collection periods), a larger unit NA62 data
providing sufficient statistics to assess per-system detector performance. Runs are further grouped
into “samples”, representing sets of data collected under similar conditions pertaining to detector and
beam setup or data quality.

The output data rate of O(10 MHz) makes operating a completely trigger-less approach unfeasi-
ble, hence the experiment adopted a two-level approach, comprising a L0 hardware and L1 software
triggers (the latter often referred to as HLT for High Level Trigger). The L0 system [88] relies on fast
information from a subset of detectors, see a schematic of the NA62 TDAQ system in Figure 3.12. The
RICH, NA48-CHOD, CHOD, LKr and MUV3 each generate a set of L0 primitives, i.e. binary flags
containing a decision on some predetermined conditions, such as whether a predetermined number or
combination of signals were generated in the system. The L0 primitives are delivered from the detec-
tors to the L0 trigger processor (L0TP) [89], which evaluates if any from a set of pre-defined trigger
conditions (masks) are satisfied. In the event of a positive decision, a request is propagated to all
detectors used at L1 stage (KTAG, STRAW, LAV) to send data to the PC farm together with the L0
ones, forming a L1 event. If a set of L1 algorithms chosen for a given L0 mask gives a positive decision,
data from the remaining detectors (hadronic calorimeters and the GTK) is sent to merger computers,
which group it together with the L1 event and save to disk. Each trigger line, comprising a L0 mask
and the associated L1 algorithms, can be run at an integer downscaling, D, where only one in every
D positive decisions at L0TP level results in sending the L1 request. This approach enables efficient
use of the available bandwidth of the NA62 TDAQ system, allowing for collection of K+ → π+νν̄

data, as well as sets for calibration, performance studies and a variety of other pursuits in the kaon
sector: precision measurements, exotics and BSM searches. Each trigger stage reduces the data rate
by a factor of ≈ 10, leading to a ∼100 kHz final output rate. The existing infrastructure allows for
parallel operation of multiple L0 masks, with possible extensions in terms of additional detectors or
multi-detector algorithms at L1. A detailed overview and performance of the NA62 trigger system as
operated in 2018 can be found in [90].

Given similar time resolutions of a majority of the L0 detectors, as well as the requested setup
flexibility, a common readout board based on the LHCb TELL1 [91], called TEL62 [92] was developed
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Figure 3.12: Schematic drawing showing the data flow and rates from a subset of NA62 detectors. [62]

for NA62, providing improved storage, computing power and inter-communication capabilities. Each
TEL62 houses four custom built TDCB modules [93], providing time-to-digital conversion for up to
128 channels at ∼100 ps precision. The list of systems read out by TEL62 boards comprises KTAG,
CHANTI, LAV, RICH, NA48-CHOD, CHOD and MUV3. For the GTK, the on-detector readout
approach necessitates the use of custom chips, called TDCpix [68], as visible in Figure 3.5. Data
from each of the 10 sensors for each GTK station is handled by a single chip. The STRAW detector,
while sharing the efficiency requirement with TEL62 detectors, has a worse time resolution by design,
hence an alternative solution was deemed appropriate on cost grounds. At the front-end, groups of 8
tubes are read out through a single CARIOCA chip [94], designed by the LHCb Collaboration. Data
from 32 such chips is then propagated to a bespoke STRAW Readout Board (SRB), with 8 of these
serving a single STRAW station. A custom board, Calorimeter Readout MOdule (CREAM) [95], was
developed for the LKr calorimeter. Within NA62, the CREAM system is used to process signal from
the IRC, LKr, MUV1, MUV2 and SAC calorimeters.

3.4 Software framework

The NA62 software framework (na62fw) [96], is a complete software toolkit for the reconstruction,
simulation and analysis of data collected by the NA62 experiment, written mostly in the C++ pro-
gramming language. The framework has a modular layout and incorporates scripts allowing automated
processing of real and simulated data, with the individual elements described below.

3.4.1 NA62MC

The NA62MC is a module of the na62fw responsible for the simulation of particle decays within
the NA62 setup and the associated detector response using Monte-Carlo methods. The NA62 beam
and particle interactions with the beam line elements up to the KTAG detector are handled using
the TURTLE [97] or BDSim [98] packages. The resultant beam characteristics are then passed on
to a Geant4-simulated [99] version of the NA62 detector. The Geant4 toolkit is highly configurable,
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allowing the usage of various packages for simulation of the whole range of relevant physical processes,
as well as for detailed geometric and physical-property definitions of the used materials. In case of
NA62MC, custom K+ decay generators based on most up-to-date theoretical calculations are employed
to guarantee the accuracy of emulated processes. The physics of particle interactions within individ-
ual detector systems can be specified independently, to maximise computational efficiency given the
required precision and limited resources. For example, for the charged particle hodoscopes of NA62,
photon-by-photon light propagation within scintillator tiles is abandoned in favour of the total energy
deposit per tile as generated by the passage of a single charged particle. The geometry simulation
of the NA62 detector involves not only the active detector regions but also magnets, collimators and
relevant support structures, with details of all vessels, to account for the possible effects of particle in-
teractions with those volumes. The NA62MC was recently updated to allow flexibility in terms of the
subset of detectors simulated, as well as their position and orientation. The run-time implementation
of this mechanism allows for simulating data corresponding to detector setup for different data-taking
periods. The Geant4 functionality allows to not only record the detector response due to passage of
simulated particles but also track the true simulated positions and interactions, in which the emulated
particles were involved.

NA62 data is simulated within NA62MC in samples made up of one type of kaon decay, with
the beam kaon forced to decay in a particular z-position range by undergoing a specific process, for
instance the K+ → π+νν̄. The relative probability of particle decay within the requested range is
driven by the kinematics, with the most often used range spanning (102.5 to 180) m, corresponding
to the detector FV. Such an approach allows for resource-efficient combination of relevant decays for
analysis purposes. For simulated data, the K+ decay defines the reference time for an event, contrary
to real data, where trigger time is used, as provided by a chosen reference detector, in most cases the
RICH.

3.4.2 NA62Reconstruction

The NA62Reconstruction module is responsible for converting raw data coming from individual de-
tector systems, and their multiple stations where relevant, into candidates, i.e. objects representing
physical attributes of the particle generating the signal. To facilitate the use of real and simulated
data at analysis stage, NA62Reconstruction processes both to give the same output format. Real raw
data, given prior signal manipulation by the front-end electronics and by definition subject to real
resolution effects, is decoded and the read-out channel, i.e. link propagating the data throughout the
physical part of the TDAQ system, is converted to geometric channels ID, often chosen to enable the
quick identification of position within the system. In the case of simulated data (referred to as MC),
the information must be “digitised” to allow for processing by the same chain as the real one. MC
digitisation involves inverse conversion from geometric to readout channel ID, as well as emulating the
effects of front-end electronics and physical signal propagation. To take the CHOD as an example,
simulation of the CFDs present in the readout chain is performed by rejecting energy deposits below
a certain threshold, dead-time is accounted for by rejecting hits closely following another and the hit
time receives as randomised contributions from a zero-centered Gaussian with the width defined by
the measured resolution. Once the two streams (real and MC data) are brought to the same state,
data reconstruction begins. This process involves combining hits from individual channels in space
and time to form candidates, with the complexity and information provided varying significantly be-
tween detectors, each running a separate algorithm. Looking at the CHOD again, hits from the two
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readout channels of a single tile within a configurable time window can be combined into a candi-
date, giving the classification of loose (one hit) and tight (two hit) candidates, with time of the latter
defined as the average between hits. For systems boasting several thousand channels and non-trivial
geometry, such as the magnetic spectrometers, the LKr or the RICH, complex algorithms, involving
software level data-driven corrections, are implemented. The per-system reconstruction algorithms
within NA62Reconstruction also fill a range of low-level monitoring histograms, such as channel il-
lumination or timing relative to a fixed reference. These are used for online validation of correct
operation of detectors during NA62 data-taking.

Given the high intensity of the NA62 kaon beam, MC-simulated data involving decays of a single
kaon per event does not accurately represent the experimental conditions. To account for the presence
of additional detector activity due to both beam halo particles and other in-time decays, an overlay
system was developed. Instantaneous beam intensity values are sampled for each simulated event
from a distribution obtained from a reference run and based on them, a suitable number of “overlay”
events is injected uniformly into the ±200 ns time window around the reference time. The type of
each individual event is selected randomly from a set representing the NA62 hadron beam, most often
giving non-decaying beam particles, like pions, protons or kaons, and the beam halo, mostly comprised
of muons generated in upstream decays or interactions with the K12 beam line elements. In the event
that a kaon which would decay is chosen, the mode is randomly selected from the six main ones with
relative probability driven by the branching ratios. The position of the overlaid decay is sampled
from the distribution defined by the kaon lifetime and beam momentum. All these steps are taken
for simulated data only before applying the reconstruction methods, allowing to accurately model the
high-intensity environment of the NA62 experiment.

3.4.3 NA62Analysis

The NA62Analysis module is a ROOT-based [100] software framework, written and maintained as part
of the na62fw, simplifying the access to NA62 data-propagation classes. It was intended for users and
contains central methods automatically providing requested detector information and opportunities
to execute target code at levels compatible with the structure of NA62 data, together with simple
handles for extracting modified data from the framework. NA62Analysis also houses a number of
analytical tools, such as a vertex fitter for STRAW tracks optionally including a kaon track from
the GTK or the builder of “downstream tracks” - objects composed of STRAW tracks geometrically
associated with information from other downstream systems obtained from independently optimised
methods. The components further include a set of single-detector and universal calibration analyzers,
allowing for software-level corrections positively impacting detector performance, such as timing and
energy scaling. Methods to evaluate the performance of an individual system on a chosen subset of
events, including the above corrections, are also provided to allow for verification of efficiency and
timing performance of both the detector system as a whole and individual channels. Finally, the
NA62Analysis hosts a set of standard event selections for important decay modes such as K3π and
K+ → π+π0, which are critical benchmarks of total experiment performance given their relevance to
the target K+ → π+νν̄ analysis. The uniform structural design of all the tools outlined above enables
automatic execution as part of the NA62 data-processing chain, giving prompt and easy user-level
access to key performance metrics of the experiment.
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3.4.4 NA62Tools

The NA62Tools part of the na62fw contains code allowing communication between the other three
modules of the framework and some standard configuration for the other modules. In particular, the
definitions of classes for data propagation between NA62MC, NA62Reconstruction and NA62Analysis
are housed within NA62Tools. With the large volume of data generated by the experiment and
substantial amount of simulated data required to carry out analyses, the reconstruction-level data is
saved in ’‘slim” format, with any redundant variables removed. NA62Tools contains the methods for
conversion between full and slim data formats, as well as central classes allowing access to geometry
of a number of detectors, for example the MUV3, where tile positions can easily be deduced from
geometric tile ID.

3.5 K+ → π+νν̄ Analysis

A 10% precision measurement of the K+ → π+νν̄ decay is the main goal of the NA62 Experiment.
This section summarises the analysis approach and result for Run1 data only, fully described in Ref-
erence [1].

The experimental signature of the K+ → π+νν̄ process is an upstream K+ and a downstream
π+, characterised by four momenta PK and Pπ respectively. The key kinematic quantity enabling
differentiation of this decay from others under the experimental constraints is the squared missing
mass,

m2
miss(K − π) = (PK − Pπ)2, (3.5.1)

which is expected to peak at zero given the observed limits on neutrino masses are below the kinematic
resolution of NA62. Given the presence of two neutrinos in the final state, the signal spectrum in
m2

miss(K − π) is not a narrow peak. The simplicity of the experimental signature, i.e. a single
positively charged track identified as pion, can be mimicked by all kaon decays with a π+ in the
final state should the other final state particles escape detection or a by single-track decay, such as
K+ → µ+νµ (Kµ2) or K+ → e+νe, in case of misidentification. Another potential background involves
both misidentification of a positive track and lack of reconstruction of the remaining daughters. Signal
regions for the analysis are defined in a two-dimensional space of m2

miss and pπ, the pion momentum,
based on the shapes generated by three key background modes, which are the three main decay modes
of the K+: Kµ2, K+ → π+π0 (K2π) and K+ → π+π+π− (K3π). The shapes generated by the three
key background modes and the analysis signal regions are shown in Figure 3.13. Region 1 spans

m2
miss(1) ∈ [0, 0.010] GeV2/c4,

pπ(1) ∈ [15, 35] GeV/c,
(3.5.2)

with the upper m2
miss limit driven by the K2π peak, while the lower m2

miss one and the highest allowed
pion momentum are defined by the Kµ2 band. Region 2 is limited only along m2

miss dimension, by
the K2π peak and the K3π distribution tails from below and above respectively, so that

m2
miss(2) ∈ [0.026, 0.068] GeV2/c4,

pπ(2) ∈ [15, 45] GeV/c,
(3.5.3)

exploiting the whole kinematic range of pion momenta. Data collected in 2016, 2017 and the first
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Figure 3.13: Reconstructed spectrum of m2
miss versus pπ obtained without the application of π+ PID

and photon rejection from for minimum-bias events. Charged kaon and pion masses are assumed
for the upstream and downstream particles respectively. Shaded contours shown are signal regions
1 and 2 (hatched areas). Thick-black lines delineate background regions for three most prominent
decay modes: Kµ2, K2π and K3π, marked as µν, π+π0 and 3π respectively. All of the control regions
separating the signal and background ones are also labelled. [1]

∼20% of 2018 (before installation of the TCX collimator) is integrated over the momentum range,
giving three separate categories. The remainder of 2018 data is split by momentum range with bins
spanning 5 GeV/c, resulting in additional six categories. The selection is optimised independently for
each of the nine categories to maximise signal sensitivity, while keeping the signal region blinded.

The analysis relies on extracting the target branching ratio based on two key quantities: the single
event sensitivity (SES) and the expected numbers of background events per signal category. The SES
is defined as

SES = 1
NK+ · Aπνν̄ · ϵRV · ϵπνν̄

trig

= B(K+ → π+π0) · Aππ

Nππ · D · Aπνν̄ · ϵRV · ϵπνν̄
trig

, (3.5.4)

where NK+ is the observed number of kaon decays in the FV computed from K2π decays, Aπνν̄ is
the acceptance of the signal mode computed from simulated data with form factors extracted from
the K+ → π0e+ν process, 1 − ϵRV is the total signal inefficiency arising from the use of multiple
detectors in veto mode, measured on Kµ2 data, and ϵπνν̄

trig is the efficiency of the trigger stream used to
collect signal mode data. The number of kaon decays in the FV is taken from data collected with a
minimum-bias trigger of downscaling D, where Nππ and Aππ are the number of observed K2π events
and the acceptance of this mode computed from simulation.

The signal and normalisation selections share a similar signature, leading to the adoption of a
similar set of requirements to minimise systematic effects. For both modes, a single downstream
particle is requested, falling withing the acceptance and having space-time compatible associations
from the RICH, NA48-CHOD, CHOD and LKr. The track is identified as a pion based on the lack
of in-time MUV3 associations, a boosted decision tree (BDT) verdict made on a set of calorimetric
variables and either a species PID probability or particle mass fit from associated RICH data. The
upstream kaon is identified from information provided by the GTK and KTAG, taking into account
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the timing compatibility between both the two and the downstream RICH time, the closest distance
of approach (CDA) to the downstream STRAW track, as well as additional activity in the GTK. For
a matched kaon - pion candidate pair one employs either another BDT or a set of cuts based on the
position of the reconstructed decay vertex and directions of the upstream and downstream particles,
followed by a request of no in-time CHANTI activity to suppress interactions in GTK3 and upstream
decays. The normalisation events are chosen from the phase-space region of

m2
miss(Norm) ∈ [0.010, 0.026] GeV2/c4,

pπ(Norm) ∈ [15, 45] GeV/c,
(3.5.5)

where the first dimension covers ±8-times the variable resolution. The signal selection requests an in-
time photon and charged particle veto, based on information from both the electromagnetic calorime-
ters, downstream spectrometer, charged particle hodoscopes, RICH and additional veto detectors.

The backgrounds to the K+ → π+νν̄ process can come from two distinct categories, either other
K+ decays occurring in the FV with some kaon daughters not reconstructed, or from upstream events,
where the observed pion track is due to an upstream decay of a beam kaon or interaction of a beam
pion with the upstream material. The former category is quantified from a combination of data-driven
and simulation-based methods, where the expected contamination of the signal or control regions is
computed from the contributions to the phase-space regions dominated by background decays in
question and the kinematic fraction of events falling into the signal region. The four most prominent
modes evaluated with this method are K2π, Kµ2, K3π and K+ → π+π−e+ν. Due to limited data
statistics in the relevant trigger stream, the preferred purely data-driven methodology is applied only
to the first two processes. For the third, a mixture of data and simulation are used and the last
one is evaluated by simulation only. The upstream background event contribution is modeled with a
completely data-driven approach. An upstream sample in bins of time difference between GTK and
KTAG, ∆T , is constructed by reversing the CDA condition, requesting failed kaon-pion matching and
taking events falling into the two signal regions. The probability of such events to be mistagged is
computed from generated events in the (CDA, ∆T ) plane per ∆T bin. The sum over all bins provides
the total upstream estimate.

Prior to unblinding the signal regions, the background estimation procedure is verified on the
control regions as defined in Figure 3.13. The numerical estimates together with the associated errors
were found to be fully compatible with data in those regions of the phase-space, yielding a total
expected background contamination of [1]

Nexp
background = 7.03 +1.05

−0.82 (3.5.6)

for the sum of the two signal regions over all 2016-2018 data, with the uncertainty dominated by the
statistical power of the upstream estimate. Upon unblinding, 17 signal candidates were observed in
2018, presented in Figure 3.14, adding up to 20 total with the inclusion in 2016 and 2017. The single
event sensitivity corresponding to the whole period is [1]

SES = (0.839 ± 0.053Syst) × 10−11, (3.5.7)

with a negligible statistical uncertainty. The systematic uncertainty receives sizeable contributions
from correlation of L0 and L1 trigger efficiency measurements, the uncertainty in measuring the L1
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Figure 3.14: Distribution of K+ → π+νν̄ candidate events as obtained from 2018 NA62 data on the
(m2

miss, pπ) plane. Signal regions are delimited by red rectangles, with the gray shading showing the
predicted variation in SM acceptance. Points outside the red rectangles demonstrate the amount of
data collected in control and background regions. [1]

efficiency and the random veto efficiency measurement.

The target branching ratio is quantified by performing a binned maximum log-likelihood fit given
the observed number of data candidates in each of the nine categories. The target parameter is the
global K+ → π+νν̄ branching ratio, with the nuisance parameters of total expected background count
and single event sensitivity with associated uncertainties, evaluated independently for each category.
The numerical value of [1]

B(K+ → π+νν̄) = (10.6 +4.0
−3.4|Stat ± 0.9Syst) × 10−11, (3.5.8)

is obtained, with the first uncertainty term due to the Poisson statistics of the number of expected
background and observed signal events, and the second due to the systematic uncertainties in esti-
mating both quantities. The result is the most precise to date, with the observation of signal having a
3.4 standard deviation significance. The NA62 Run2 started in 2021 promises a significant reduction
in the dominant statistical uncertainty.
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Chapter 4

The ANTI-0 Detector

The ANTI-0 detector [101] was introduced to the NA62 Experiment prior to the Run2 data-taking
campaign. The ANTI-0 is positioned between the CHANTI detector and the large vacuum tank hous-
ing the FV, as shown in Figure 4.1 depicting an early prototype. This chapter covers the motivation
for ANTI-0 introduction, detector and readout design, as well as the software package developed by
the author for simulation and reconstruction of data from the system. The software is complemented
by analysis-level tools used for correlating signals from the ANTI-0 detector and those from other
systems, and online validation of detector performance. The chapter concludes with a description of
ANTI-0 data quality in the 2021-2023 data-taking periods.

4.1 Motivation and requirements

The ANTI-0 was designed to tag, i.e. indicate the presence of, particles originating from upstream of
the evacuated decay vessel with trajectories inconsistent with the K12 beam. A STRAW track pro-
duced by an upstream particle falling within the acceptance of downstream PID detectors gives the
same experimental signature as a product of a K12 beam particle decay. The presence of such tracks
is a potential source of background for physics analyses as well as a contribution to the bandwidth
used by trigger lines targeting multi-track decays, which are implemented with a downscaling > 1.

Vacuum tank
ANTI-0 support

ANTI-0 prototype

CHANTITRIM5

Figure 4.1: Schematic view from the top of the position of ANTI-0. The detector and support
structure shown correspond to early prototypes, consistent with the final design in terms of placement
and geometry. [102]
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Upstream particles entering the decay vessel outside of the design beam acceptance can originate
from beam particle decays upstream of the FV, interactions with the material of the beam line or from
a combination of the two processes. The K12 beam composition (see Table 3.2) together with the
dominant decay modes of π+ and K+ into a µ+νµ pair give a substantial upstream muon component.
A study of experimental scalers with the T10 target in and out and the TAX collimators open and
closed [103] shows that nearly half of the muon rate seen by the MUV3 detector under nominal beam
intensity is due to upstream muons [102].

The NA62 experiment can be operated in “dump mode”, with the T10 target removed and TAX
collimators closed to fully absorb the proton beam, in search for exotic long-lived particles [104]. For
such particles decaying into a variety of final states the ANTI-0 is crucial for identification of upstream
background, as signatures of non-muonic final states can arise from inelastic interactions of upstream
muons with the vessel or downstream systems. The NA62 experiment aims to collect “dump mode”
data for about at least a week in every year of operation, with the set obtained in 2021 already inves-
tigated for the presence of a Dark Photon [105] [106].

With the ANTI-0 position determined by its desired function, four other key requirements were
considered during detector design: high efficiency, complete coverage of the sensitive area, time reso-
lution of ∼300 ps and radiation hardness. The first two ensure no upstream particles enter the decay
vessel undetected, the third allows for in-time veto with resolution comparable to that of downstream
detectors, and the last is required to withstand the expected high irradiation given the detectors po-
sition. To allow for potential implementation into the NA62 trigger system, the detector should be
fast, TEL62-compatible and offer suitable granularity in the transverse plane to mitigate the impact
of accidental activity.

4.2 Detector and readout design

This section contains the description of the ANTI-0 detector, contextualising the work done to sim-
ulate the detector and evaluate the quality of data collected by the system, with details of detector
design available in Reference [101].

To satisfy the requirements outlined in the previous section, a segmented charged particle ho-
doscope was constructed, covering the radial range up to 1080 mm in the (x,y) plane and with a
central hole allowing for the beam pipe. The ANTI-0 consists of 280 identical counter tiles, positioned
on opposite sides of a 5 mm thick central support sheet made from aluminum. The detector is split
into two parts, top and bottom as shown in Figure 4.2, to enable installation around the fixed beam
pipe. Additional aluminum sheets covering the transverse span of the detector are placed on the open
faces of the support frame to ensure the system is light-tight.

To satisfy the hermiticity requirement, the counters are arranged in a chessboard pattern, with
vertical and horizontal neighbours placed on opposite sides of the support sheet and overlapping by
4 mm, as shown in the left panel of Figure 4.3. The active area of a counter is a 124 × 124 mm2

rectangle with the corners removed, giving the separation between centers of neighbouring tiles of
120 mm. Individual tiles are 10 mm thick scintillation plates made of polystyrene doped with 2% PTP
and 0.02% POPOP, see Reference [108] for material properties.
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Figure 4.2: Left: A schematic of the ANTI-0 detector showing the support frame, central sheet and
counters. Note the horizontal line just below the mid-point of the detector delimiting the top and
bottom parts. [101] Right: Picture of the ANTI-0 as installed in TCC8, with the blue decay vessel to
the left and beam pipe to the right. [107]

Time resolution studies of scintillating counter prototypes for the NA62 CHOD detector showed
an improved performance of direct light collection in contrast to readout through wavelength-shifting
fibres [109], hence the former approach was pursued for the ANTI-0. Silicon photomultipliers (SiPMs)
of S14160-6050HS type are used for the ANTI-0 and optically coupled to the scintillating material
through Plexiglas lightguides and optical grease. Individual tiles are wrapped in Tyvek to ensure
light-tightness. Monte-Carlo studies in Geant4 [99] were conducted to select the optimal length of
lightguides and number of SiPMs per counter. Average signal arrival time as a function of both signal
amplitude and particle crossing position were more uniform for 40 mm lightguides than for the 20 mm
alternative, with the maximum length limited by tile spacing. The cases of one, two and four SiPMs
per counter placed near the corners of the lightguides (as shown in the right panel of Figure 4.3) were
investigated, with the sum of signal amplitudes and average time of signal arrival being the most
uniform for the highest number. A lateral spacing of 60 mm between the two SiPMs on the same side
of the tile (group A/B) was chosen for light collection uniformity, completing the counter design.

4 116 4

120

SiPMs group A

SiPMs group B

OR CFD

TEL62

12
4

50
50

11
6

Figure 4.3: Left: Spacing of individual ANTI-0 counters, with the blue and grey units placed on
opposite sides of the main support sheet. Right: schematic of an individual counter, including the
readout architecture. [101]
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The SiPMs from the same group, as labelled in the right panel of Figure 4.3, are connected in
series, with the signal from each group amplified by a factor of ≈30. Pulses from the two groups
are summed by an analogue ’OR’ and passed to a CFD module [74], used to optimise the time
resolution, giving one readout channel per ANTI-0 tile. The CFD output from each tile is read by
a TEL62 channel, allowing for easy integration with the existing NA62 data acquisition infrastructure.

While the majority of the counters are oriented horizontally, i.e. having the lightguides on the left
and the right, as shown in the left panel of Figure 4.2, the beam-pipe hole requires at least the four
counters placed to the sides of it to be oriented vertically. This is only possible with an additional
displacement along the z-axis, given the size of the lightguides precludes two positioned orthogonally
occupying a single gap between counters on one side of the central sheet. Additional displacement
along the z-axis was also implemented for the top row of the bottom part of the detector and bottom
row of the top part to aid with installation, with the two parts delimited by a horizontal line in the
left panel of Figure 4.2. In the top (bottom) row of the bottom (top) part of the ANTI-0 tiles are
moved by a further 4(15) mm away from the central sheet. The four counters to the sides of the beam
pipe hole oriented vertically (with geometric ID 121, 123, 421 and 423, see Section 4.3.1), must be
displaced by a further 15 mm.

Prior to detector assembly, a study of the timing capabilities of the counters was performed using
cosmic rays. Four counters were stacked in a light-tight box, with the outer two serving as trigger
for recording the passage of particles through the inner tiles with an oscilloscope. A Gaussian fit to
the obtained distribution for the time difference between the inner two tiles gave a single counter
resolution of [101]

σt = 220 ps, (4.2.1)

with the assumption of identical tiles.

The detector was assembled and connected to power and readout systems in early 2021 prior the
the start of NA62 Run2. The right panel of Figure 4.2 shows the ANTI-0 detector after installation,
with one of the two outer sheets visible, as well as the power and readout modules of the ANTI-0
placed in an electronics rack. The readout channels of the detector were grouped in geometric sectors
according to expected hit rates at the NA62 nominal beam intensity [101], to ensure compliance with
the rate capabilities of the TDCB modules of TEL62 boards.

4.3 Software package

The software package for the ANTI-0 was developed within the na62fw by the author of this thesis,
expanding on the existing universal methods for data manipulation and propagation in the framework.
The software package enables MC simulation of data, reconstruction of both real and simulated data
and online data-quality validation, with the class structure defined by design of the framework. The
NA62Analysis module contains standardised tools for coarse time alignment of all channels from a
single TDCB module and fine one for individual channels, as well as a crucial “analyzer” responsible
for geometrically matching the downstream spectrometer (STRAW) tracks to ANTI-0 activity, called
SpectrometerANTI0Association. The output of the latter can be used for offline validation of detector
performance, packaged into another analyzer, called ANTI0Efficiency.
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Figure 4.4: Geometric ID of ANTI-0 tiles as defined in the (x, y) plane of the detector. The simplified
counter dimensions of 120 × 120 mm2 do not account for overlaps.

4.3.1 ANTI-0 simulation

As described in Section 3.4.1, the NA62MC module utilises the existing Geant4 [99] capabilities for
simulating matter-particle interactions. Hence, the simulation of the ANTI-0 detector relies on an
accurate description of the geometry of the detector as well as the usage of the correct materials and
the provision of data storage classes for values extracted from central methods.

Following the approach taken for CHOD and MUV3 detectors, to minimise computing time, light
generation and propagation within the ANTI-0 counters is not simulated. Instead, when a particle
crosses the active part of each counter, i.e. the scintillator material, the deposited energy is calculated
by Geant4 and saved. This quantity, together with the simulated time of particle passage, the position
and geometric ID of the crossed counter and an integer index uniquely identifying the incident particle
define an MC “hit”, an object stored for later software processing. The saved particle crossing time is
the true simulated value, with resolution effects due to readout electronics emulated at the digitisation
stage (see Section 4.3.2). Individual hits are stored in an object of the “event” class, one of which is
generated for each simulated top-level particle, most often a K+. The geometric ID of an ANTI-0
counter is defined according to the equation

GeoID = 100 × NQuad + 10 × NRow + NCol, (4.3.1)

where the NQuad, NRow and NCol are the quadrant, row and column numbers respectively. The
quadrant numbers span 1, 2, 3, 4, covering the (x, y) plane quadrants starting from x > 0 and y > 0
and going clockwise. The rows and columns are counted from the center of the detector outwards
within each quadrant, with the former counted along the vertical and the latter along the horizontal.
This approach yields the pattern shown in Figure 4.4.

Given lack of light propagation simulation within ANTI-0 counters in NA62MC, simulation of the
SiPMs and on-tile electronics was deemed unnecessary due to their small size. Instead, the focus was
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Figure 4.5: Visualisations of a small subset of ANTI-0 counters on the central support sheet (left)
and the whole detector right). Both graphics were produced using NA62MC, with green tiles placed
in front of the central sheet and blue ones behind.

placed on ensuring the correct geometry of the scintillator material and the inclusion of both light-
guides and all three aluminum sheets (central support and two covers). This is critical to accurately
model the scattering of upstream particles by the ANTI-0, which affects the particle properties as
measured by the downstream detectors. The resultant visualisation of a small subset of simulated
tiles is shown in the left panel of Figure 4.5, clearly showing the overlaps between neighbours on
opposite sides of the support sheet, and the separation between scintillator and lightguide material of
each tile. The choice of elements to be included in the simulation was motivated by the components
that can be traversed by particles incident on the ANTI-0 and generate a signal in one of the counters,
hence the frame supporting the detector shown in the right panel of Figure 4.2 was neglected. The
geometry of the whole simulated detector as viewed from the direction of the incoming beam can be
seen in the right panel of Figure 4.5.

4.3.2 ANTI-0 in NA62Reconstruction

As a simple charged-particle hodoscope with one readout channel per counter, the reconstruction al-
gorithm of the ANTI-0 detector relies on central utilities contained within NA62Reconstruction, see
Section 3.4.2. To enable identical processing of MC-generated and real data, the former must first
be “digitised”, i.e. converted to the format of the latter with front-end electronics and readout chain
effects emulated.

The digitisation algorithm used for the ANTI-0 is a four-step process, outlined below in order of
application.

1. MC-level “hit” objects with a simulated energy deposit lower than a preset threshold are rejected
to account for a minimum sensitivity of the physical readout chain. The threshold value is set
at 1 MeV by scaling that used for the CHOD, another charged-particle hodoscope with a similar
composition of the scintillator material (POPOP concentration of 0.3%), by the ratio of counter
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thicknesses of 1/3.

2. The remaining hits are sorted in time for each counter separately, to allow for emulation of the
readout dead time, tDead. For a CFD output signal of duration 17 ns, the ANTI-0 channel dead
time is 47 ns [107] and time ordered hits within tDead of previous one in the same counter are
discarded.

3. The MC-generated time for the particle crossing, tMC , is converted to include the effect of
readout electronics and individual channel resolution, tDigi. In particular,

tDigi = tMC + tfine − tT oF + tcorr + tchannel T 0 + δt|res, (4.3.2)

where tfine and tT oF are the “fine” time of the event in units as defined by the clock period of
the NA62 TDAQ system and the time of flight correction calculated based on detector z-position
and assuming particles travel with velocity c respectively. The tcorr term includes corrections
for modulation of the event “fine” time, drift of the trigger time and a central shift in time of
all detector channels. To allow for independent alignment of individual channels, the tchannel T 0

term is calculated from data as the mean of a Gaussian fit to the profile of channel time with
respect to the event KTAG time. The per-channel correction is calculated for counters as
identified by their readout number, i.e. the number of the slot of the TEL62 board responsible
for processing ANTI-0 data, necessitating a mapping between geometric and readout ID. A
map is provided in the form of a text file, which is handled by central na62fw utilities through
a detector-specific “RawDecoder” class object. Finally, δt|res mimics the time resolution of a
counter by injecting a random contribution sampled from a Gaussian of zero mean and width
defined by Equation 4.2.1

4. The resultant tDigi is converted to an integer multiple of the TDAQ clock period and a check is
made whether it falls within a pre-defined readout window comprising a fixed number of readout
slots of clock period length.

Should the final condition be satisfied, a “digi” class object is created and added to the event, com-
prising the counter number and corrected particle crossing time.

For real data, “digi” objects within each event are created using central software infrastructure for
processing data read out with TEL62 boards. The per-run timing corrections as applied to MC data
through the tcorr and tchannel T 0 terms of Equation 4.3.2 are calculated after the first reconstruction
round and are implemented automatically at later stages. Conversion between original readout and
“digi”-level geometric counter ID is also handled by central methods.

The conversion of “digi” class objects to “candidates”, i.e. final outputs of the reconstruction pro-
cess, progresses through the common methods for real and simulated data. A “candidate” object
includes a time value and geometric channel number, together with the position of the counter. To
ensure efficient data storage, reconstructed data is stored in a “slim” format, made up of a subset
of independent and irrecoverable variables for each detector system. The “slim candidates” for the
ANTI-0 only include the timing and geometric ID information, with counter position automatically
recomputed from the latter when reading the data for further processing.

Given the the lack of inter-dependence between different detectors under reconstruction, histograms
monitoring the procedure allow for a quick low-level check of detector performance on a per-burst basis.
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In the case of the ANTI-0, channel occupancy and time alignment are key diagnostic quantities. The
former can be investigated in one dimension as a function of either geometric or readout ID, with
both profiles including zero-population bins by design, or in two dimensions as a function of counter
position, offering an insight into particle rates at the detector plane and geometric correlations between
potential issues. Time alignment of the detector as a whole is verified by plotting time of all candidates
with respect the KTAG event time, with per-channel corrections implemented from text files stored
on the TDAQ system. While fine alignment is non-critical for systems not included in any trigger
lines, a large offset for a subset of channels can result in data corruption due to a fixed number of
readout slots defining the time boundaries of an NA62 event.

4.3.3 SpectrometerANTI0Association tool

To fulfill the design purpose of the ANTI-0 detector, i.e. identify particles coming from the upstream
of the decay region and leaving an experimental signature in the acceptance of the NA62 detector, an
algorithm matching downstream spectrometer (STRAW) tracks to ANTI-0 candidates is necessary.
Only a small fraction of particles generating signal in the ANTI-0 are reconstructed as good quality
STRAW tracks, as evident from the solid angle acceptance of the two systems with respect to the
position of the T10 target and other potential sources of upstream particles within the K12 beam line.
Consequently, using the whole detector as a veto would lead to significant selection inefficiencies due
to accidental activity.

A general tool, SpectrometerANTI0Association, was created to enable simple yet configurable
analysis-stage verification of whether a STRAW track has matching activity in the ANTI-0. The an-
alyzer performs a spatial association between extrapolated spectrometer track positions and ANTI-0
candidates, without constraints in the time domain. The process of setting the bounds for a geometric
association, which necessitates an understanding of all the relevant resolution effects, together with the
algorithm itself are detailed in this section. The output of the association routine is appended to the
“DownstreamTrack” class, designed to contain all signals due to the passage of a single charged par-
ticle through the detectors positioned downstream of the last station of the GTK, i.e. from CHANTI
onwards.

In the absence of material between the STRAW and ANTI-0 detectors, the resolution on ex-
trapolated track positions to the plane of the latter would depend only on the intrinsic angular and
one-dimensional position resolutions of the former, parameterised as [62]

σΘ(STRAW ) =
(
1 + 50 GeV/c

p

)
× 10−5 rad,

σx(y)(STRAW ) = 130 nm,
(4.3.3)

for a particle travelling with momentum p. In the na62fw, the propagation of tracks within the
FV automatically accounts for the residual magnetic field due to the MNP33 spectrometer magnet,
allowing this effect to be neglected at association stage. The effect of an angular normal distribution
of width θ on position resolution as projected to a plane separated by a baseline b from the projection
origin is

σx(y) = sin(θ) × b. (4.3.4)

Given the geometry of the NA62 detector, the maximum angle between a STRAW track and beam
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direction is O(10−2) rad, allowing for the approximation

σx(y) ≈ θ × b. (4.3.5)

Hence, the angular and position terms describing the STRAW resolution can be combined. Equa-
tion 4.3.4 shows the proportionality between baseline length and position resolution, which motivated
considering the ANTI-0 as a single plane as tile separation along the z-direction is three orders of
magnitude smaller than the separation between the spectrometer and the detector.

Given the transverse radius of the ANTI-0 of ∼1 m and the detector position just upstream of the
end cap of the decay vessel, there is a multitude of possible trajectories connecting the first STRAW
chamber and the ANTI-0 based on the material intercepted on the way, see Figure 3.3 for a visual
aid. The trajectory generating a signature akin to kaon decays within the decay vessel involves tracks
crossing the beam axis and not intercepting any of the first eight LAV stations. A study conducted
within na62fw utilising 3 million muons generated with the BDSim [98] halo simulation showed that
(70.0 ± 1.1)% of spectrometer-reconstructed muons fall into this category. Such particles, apart from
the momentum-independent effect of STRAW resolution, are subject to multiple small angle scat-
tering from traversing the decay vessel end cap. Other lines connecting the ANTI-0 and STRAW
involve crossing either the active or passive material of the LAV stations, the decay vessel outer wall
in the section of smaller diameter, the vertically oriented annulus connecting the two parts of the
decay vessel and combinations thereof. Tracks traversing the last two objects are neglected, given
the geometric discrepancy between them and beam kaon decay products. The remaining trajectories
involve crossing a subset of the first eight LAV stations.

The effect of scattering of a beam of particles of charge magnitude z in units of elementary charge,
e, Lorentz factor β and momentum p traversing a medium of thickness x in units of radiation length,
X0 can be approximated as a normal distribution of width Θ0, where [110]

Θ0(p) = 13.6 MeV
βcp

z
√

x(1 + 0.038 ln (xz2/β2)) rad. (4.3.6)

For muon momenta over 5 GeV/c, typical for analysis-level tracks in NA62, one can approximate β ≈ 1.
By design, particles incident on any of the LAV stations will cross at least 27 X0 of material, leading
to significantly stronger scattering than that originating from crossing the thin decay vessel end cap.
The impact is further exacerbated by a much longer baseline separating the source from the ANTI-0
plane, leading to the impossibility of backward projection of the precise trajectory of a track past the
final point of contact with a LAV station. Hence, tracks are classified as having hit some of the LAV
stations or not by extrapolation to the back face of all stations and the fronts of the boundary stations
LAV5 and LAV8. If a particle position on the plane in question is less than three times the STRAW
resolution away from the radial span of the LAV module, it is considered as having hit the LAV station.

The overall expected position resolution for STRAW tracks of the most prominent type, i.e. those
firmly outside the acceptance of the LAV stations, is

σx(y)(predicted) =
(

0.92 + 39.5 GeV/c

p

)
mm, (4.3.7)

where the momentum-independent STRAW resolution and scattering terms are added in quadrature
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Figure 4.6: One-dimensional position resolutions of STRAW tracks not intercepting any of the LAV
stations extrapolated to the plane of ANTI-0, as obtained by fitting the spectra of difference between
true and reconstructed x- and y-positions in bins of momentum. Data used to generate the plots was
simulated within NA62MC using a custom source of µ+ particles. Red lines show fits of the expected
momentum-dependent model, with obtained parameter values presented in the legend.

under the assumption of no correlation. This model can be verified using MC-simulated data and
utilising the existing functionality of saving particle positions at designated z-planes, often referred
to as “true” information. Given a limited available sample of upstream particle events, a custom MC
sample was produced. To cover all the possible trajectories involved in the STRAW-ANTI-0 matching,
a large number of µ+ events was generated, with the particles injected uniformly from a plane covering
the whole transverse profile of the ANTI-0, sampled from a uniform momentum distribution of (20 to
80) GeV/c and a normal angular dispersion characterised by the width of 0.2 mrad. The differences
between one-dimensional position along x and y-directions separately, δx(y) were extracted from the
simulation,

δx(y) = x(y)track − x(y)true, (4.3.8)

where the “track” and “true” labels denote fully reconstructed and simulated values respectively.
Profiles of δx(y) obtained in reconstructed track momentum, p, bins were fitted with Gaussian distri-
butions. An initial fit on the entire observed range of scattering angles was used to limit the range
of the second one to twice the initial width from the fitted centre. The fitted widths from the second
iteration, together with a central value of the momentum bin in question were used to fill graphs for
the x- and y-direction independently, as shown in Figure 4.6. Each graph was then fitted by a function
of the same form as Equation 4.3.7, yielding the results for the orthogonal resolutions

σx(MC measured) =
(

[0.783 ± 0.025] + [38.5±1.4] GeV/c
p

)
mm

σy(MC measured) =
(

[0.423 ± 0.025] + [46.9±1.5] GeV/c
p

)
mm.

(4.3.9)

The momentum independent terms of Equation 4.3.9 are not consistent with the prediction of
Equation 4.3.7, given the the small fit uncertainties and the low χ2/NDoF values shown in Fig-
ure 4.6 implying an accurate model. The result obtained for the momentum-dependent term along
the x-direction agrees with the prediction, while along the y-direction is significantly higher. For a
typical analysis-level track of momentum of ∼20 GeV/c, the second term dominates. The discrepan-
cies between the constant and momentum-dependent terms in Equation 4.3.9 for the two dimensions
counterbalance one another, yielding 10% agreement for the two models for track momenta below
45 GeV/c. Hence, a simple average between the two spatial dimensions is taken for the formula
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defining STRAW-ANTI-0 matching resolution in a direction orthogonal to the z axis, σr, giving

σr =
(

0.60 + 42.7 GeV/c

p

)
mm. (4.3.10)

With the resolution of the back projection of spectrometer tracks onto the ANTI-0 plane estab-
lished, an ANTI-0 candidate is considered as geometrically compatible with the track if the projection
to candidate distance, D satisfies

D < 3 × SR, (4.3.11)

with SR being the search radius defined from Equation 4.3.10 for tracks classified as not hitting any
of the first eight LAV stations. The factor of 3 was chosen as a compromise between two competing
phenomena: efficiency and impact of accidental activity.

While the tracks not intercepting LAV stations between ANTI-0 and STRAW are of primary
importance for physics analyses in standard operating conditions, they illuminate only the inner part
of the detector. Consequently, one must also implement an approach for particle trajectories crossing
the LAV stations to allow for “dump mode” searches and verify the efficiency of outer ANTI-0 counters.
The first approach to the problem relied on classification of tracks based on how many LAV stations
they are back-projected through. The brief study performed to ascertain the fraction of upstream
particle events not undergoing any scattering in the LAVs was also used to verify the accuracy of
tagging which stations were traversed. The conclusion reinforced the expectation of impossibility of
back projection past the last intercepted station, as mistagging was significant for all subcategories.
Furthermore, no particular subset of crossed LAV stations was significantly more prevalent. As a
result, all of the particle trajectories intercepting any LAV stations are considered jointly, with an
analysis-level flag implemented to notify the user of whether a track satisfies this condition. The search
radius for such trajectories, SRLAV , was determined empirically with the use of the ANTI0Efficiency
tool described in the following section. Two approaches were considered: a fixed value of 120 mm
corresponding to the width of a single counter and a purely momentum-dependent form. The former
proposition leads to checks being conducted in a fixed number of counters neighbouring the crossing
point and gave a clear trend of increasing efficiency as a function of track momentum, as expected
from the multiple small-angle scattering formula (Equation 4.3.6). The latter approach was hence
chosen, with the numerical value of the parameter selected to achieve an efficiency of >99.9% in the
momentum range (20 to 80) GeV/c, giving

SRLAV = 7500 GeV/c

p
mm. (4.3.12)

Consequently, the maximum allowed projection to candidate distance for an average analysis level
track is ∼1 m, leading to most of the detector being checked. This result served as a counter ar-
gument to utilising ANTI-0 information in the NA62 trigger system, as at L0 a significant effect is
expected due to accidentals when the detector is used in veto mode.

4.3.4 ANTI0Efficiency tool

Quick and reliable methods for monitoring detector efficiency are a key requirement of ensuring stable
data quality for long collection campaigns. The ANTI0Efficiency analyzer was designed for both
near-online verification of the ANTI-0 performance as part of the NA62 “online monitor” system and
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to allow for categorisation of data by quality after the full reconstruction process. The output of the
routine is also used to validate re-reconstruction of the data with improved software, whether on the
side of na62fw or the software packages it relies on.

The analyser validates the performance of the SpectrometerANTI0Association algorithm on a sub-
set of particle tracks selected to match the experimental signature of an upstream muon. The data
chosen for this task comes from two minimum-bias trigger streams, requiring either a large number
of RICH cells generating signal or a hit in the CHOD detector at hardware L0 level and no other
conditions at the software level. Such a signature points to a presence of at least one charged particle
incident on the downstream PID detectors. Each STRAW track within the event is then subject to
the following set of requirements. First, the reconstructed track momentum must be in the range
(5 to 100) GeV/c, with the bottom limit set by kaon decay kinematics and NA62 geometry, and the
upper configurable at runtime to allow for higher momenta in beam dump mode. Only good quality
spectrometer tracks, defined as having a value of χ2 < 20 from the STRAW reconstruction algorithm,
are considered. The track must be within the geometric acceptance of the ANTI-0 detector, defined
by the back projection onto the ANTI-0 plane. If a track is found to be less than a search radius
value away from the boundaries of the simplified shape of the detector, i.e. with the step pattern in
the corners replaced by a simple line running along the diagonal of counter active areas, it is not
considered further. The lack of this requirement would inevitably lead to a lower measured efficiency
of tiles on the outer edge of the detector, given the typical value of the search radius. When not
considering dump mode data, the tracks are required to be geometrically inconsistent with a kaon
decay occurring in the designated volume of the vacuum vessel, broadly defined as a cylinder spanning

Z ∈ (102, 183) m and R < 50 mm (4.3.13)

around the direction of the beam. The particle trajectory must be in the acceptance of the NA48-
CHOD, LKR and MUV3 systems, to allow for later PID checks. Additionally, the track should be
constructed from hits in all four STRAW stations. Track time, ttrack is defined as the time of a NA48-
CHOD association and a CHOD association in the absence of the former, with the track rejected if
neither is present. A timing cut of

|ttrack − ttrigger| < 10 ns (4.3.14)

is imposed, where ttrigger is the trigger time, to ensure no readout window effects from all involved
systems.

The candidate track must receive a positive muon identification verdict comprising two parts.
The ratio of LKr energy deposit and reconstructed momentum must be consistent with a minimum-
ionising-particle, so that

ELKr/pST RAW < 0.2, (4.3.15)

where the LKr energy comes from a cluster up to 50 mm away from the track projected impact point
and within 10 ns of ttrack. The track is further required to have a MUV3 geometric association within
3 ns of ttrack. Lastly, no KTAG candidates made of up > 4 sectors can be present within 2 ns of the
track time, to ensure an early upstream origin of the track in question.
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Figure 4.7: Plots produced by the ANTI0Efficiency analyser from run 14090 NA62 data collected in
2024. Left: per-counter efficiency as a function of geometric tile ID. Right: per-counter efficiency as a
function of tile position on the ANTI-0 plane. Bins marked with ‘X’ contain counters, the efficiency of
which cannot be determined due to large search radii of tracks pointing towards them. Tile positions
can be correlated with geometric ID using Figure 4.4.

A geometric tile ID is then defined based on the extrapolated position of the track in the ANTI-0
plane, with overlaps neglected in favour of a simplified 120 × 120 mm2 square counter geometry.
An expected hit is then scored for the counter and momentum in question. If any geometric ANTI-0
associations are present for the selected track, the one closest in time is chosen. Timing of the ANTI-0
response is checked with respect to the track time, requiring 10 ns agreement. This quantity is also
monitored through a histogram separately for the NA48-CHOD and CHOD times, allowing later
checks of ANTI-0 timing performance. The matched hit is finally scored for the counter and momen-
tum as defined by the STRAW track projection impact point, irrespective of the counter of origin of
the association. Note that the tracks classified as not having intercepted any of the LAV stations have
search radii below 20 mm (per Equation 4.3.10), so that only direct hits or ones from neighbouring
tiles in case of an impact point close to the tile edge satisfy the association criterion. For trajectories
intercepting the LAV stations, the allowed search radii range from 225 mm to a few meters, corre-
sponding to checking for signal in all eight neighbouring tiles and the whole detector, respectively.
Consequently, neighbouring tiles contribute to the measured efficiency of each other, especially in the
case of tracks classified as having passed through some of the LAV stations. This phenomenon allows
an indirect measurement of the efficiency of tiles at the outer edge of the detector. The distances
between the centers of those tiles and the detector outer edge are always smaller than the search radii
of tracks extrapolated to them, preventing a direct measurement of their efficiency.

The ANTI0Efficiency analyser is run in two stages, where the first iteration determines the number
of expected and matched hits, while the other computes the efficiencies, produces a PDF report
containing a selection of plots and generates a list of “bad” bursts according to a criterion specified
below. The uncertainties on all efficiency values, η, are computed from from the binomial formula for
N attempts, namely

ση =
√

η(1 − η)/N. (4.3.16)

The second stage of the analyzer is applied for every collected run. Apart from monitoring efficiency
as a function of tile ID and position on the ANTI-0 plane, checks against burst number and timestamp
value within the event are also performed. In the former case, the overall detector efficiency for each
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burst is computed and compared against a threshold value of

ηthreshold = 0.95 (4.3.17)

to determine whether the burst should be labelled as “bad” for the ANTI-0. A record of all systems
with poor data quality in each burst is kept in per-run text files, with analysis-level functionality
allowing to neglect bad bursts from a chosen set of systems. The check against the timestamp, i.e.
the time within a burst, is performed to see the potential impact of inter-spill intensity fluctuations.

Typical histograms of per-counter ANTI-0 efficiency, as taken from the full processing of run 14090
(collected in 2024), are shown in Figure 4.7. Note the outer tiles marked with ‘X’ in the right panel
of the figure, representing the counters where efficiency cannot be calculated due to the extrapolated
impact points being less than SR away from the detector edge for all considered tracks. The shape of
the empty outer ring is not symmetrical around the centre of the detector, indirectly describing the
upstream halo. The two regions of < 0.9 efficiency in the right panel of Figure 4.7 can be correlated
with points on the left panel through the mapping contained in Figure 4.4, which shows the cluster
to the bottom right of the detector is most likely an artifact of low statistics. The feature to the left
of the beam pipe hole is a known effect of low efficiency of the tile with geometric ID 425 [111].

4.4 Data quality throughout 2021 - 2023

For short-term data quality verification, the output of the ANTI0Efficiency analyser is monitored on a
per-run basis, with the analyser being a part of the standard NA62 processing routine. Longer period
verification was performed by the author (serving as the data-quality responsible of the system) after
the conclusion of a yearly data collection campaign and periodically within it, ensuring stable detector
performance.

Data shown in this chapter was obtained by manipulating the run-level output of ANTI0Efficiency.
In particular, all efficiency values were recomputed from the sums of expected and matched hits,
with errors determined from Equation 4.3.16. To assess the timing performance of the detector,
one-dimensional spectra of the difference between NA48-CHOD track times and the closest-in-time
ANTI-0 association were fitted with a Gaussian distribution in the range (−10 to 10) ns, with the
resultant width taken as the relative resolution of the systems, provided the presence of at least 1000
entries in the histogram.

4.4.1 Data quality in 2021

The 2021 NA62 data-collection campaign began in July, with the first run with quality sufficient for
physics analyses collected in the second half of August. The experimental apparatus was switched
back on after a three-year break, with newly added components, including the ANTI-0, as described
in Section 3.2.12.

The efficiency of the ANTI-0 detector as a function of run number for 2021 data designated as
analysis quality is shown in the top panel of Figure 4.8. Three periods with distinct trends can be
observed: the initial decrease in performance until run 10900, a block of more stable yet much lower
efficiency up to run 11050 and steady design performance from run 11090 onwards. The first feature
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Figure 4.8: Average per-run efficiency (top) and time resolution (bottom) of the ANTI-0 detector in
2021. The latter was computed from ANTI-0 candidates associated with downstream tracks, which
have a NA48-CHOD time.The yearly averages presented in the insets were calculated as weighted
means, including per-run uncertainties.
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Sample First Run Last Run NBursts [103] ANTI-0 bad burst
fraction [%]

A 11096 11161 42 0.97
B 11000 11048 27 100
C 10915 10999 34 100
D 10885 10897 6.6 100
E 10787 10884 35 100

Table 4.1: Bad bursts of the ANTI-0 detector per NA62 data sample for all samples collected in 2021.

corresponds to a period of significant TDAQ instability and variation in instantaneous beam intensity.
The period following run 10910 sees a step-like drop in efficiency, which is correlated to lowering the
bias voltage of all SiPMs by −0.5 V and increasing the voltage supplied to all amplifiers from 6.8 V
to 7.5 V. This action was a part of detector commissioning, with the operational parameters varied
to see the impact on detector performance. The subsequent gap spanning runs 11050 to 11090 covers
a period of dump mode data collection. The small increase in efficiency visible around run 11030
corresponds to an intervention on 6 of the 18 CFD modules reading out the detector. The procedure
of adjusting the CFD threshold and walk used in the devices was completed during dump mode opera-
tion. The final period of stable and high efficiency from run 11090 onwards depicts the true capability
of the ANTI-0, with fine-tuned operational parameters.

The timing capability of the detector with respect to the NA48-CHOD, together with its varia-
tion throughout the year, is shown in the bottom panel of Figure 4.8. The distinct periods observed
in ANTI-0 efficiency are reflected in the timing performance. The resolution width increases in the
first period, and stabilises in the second and third one. The decrease observed around run 11105
is correlated to updating the online timing corrections for all ANTI-0 channels based on data from
run 11100. Note that the outlier points of the top and bottom panels of Figure 4.8 are distinct,
pointing towards independent causes of temporary inefficiency and poor timing performance. Overall,
the measured time resolution of ANTI-0 associations produced by the SpectrometerANTI0Association
algorithm with respect to the NA48-CHOD is significantly worse than that obtained for individual
counters prior to installation (Equation 4.2.1), even accounting for the reference detector resolution of
∼200 ps. While the fitting procedure applied to ANTI0Efficiency output was not optimised, individ-
ual fits describe the resolution to ∼10%. Hence the origin of the observed time resolution discrepancy
remains to be investigated.

The performance of the ANTI-0 detector as parameterised by fraction of “bad” bursts in each of the
2021 data samples is summarised in Table 4.1. Note that the samples are labelled anti-chronologically,
with 2021E comprising the first runs collected in 2021. All bursts collected for samples B to E are
designated as bad, reflecting the ANTI-0 efficiency trend of the top panel of Figure 4.8. In the period
characterised by design performance (sample 2021A), only ∼1% of bursts do not meet the data quality
criterion.

4.4.2 Data quality in 2022

The per-run efficiency of the ANTI-0 detector for all physics-quality runs collected in 2022 is shown
in the top panel of Figure 4.9. Four data-taking periods with a significant deviation from the stable
detector efficiency of ∼98% can be identified. The first one spans runs (11 840 to 11 992) , with the
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Figure 4.9: Average per-run efficiency (top) and time resolution (bottom) of the ANTI-0 detector in
2022. The latter was computed from ANTI-0 candidates associated with downstream tracks, which
have a NA48-CHOD time. The yearly averages presented in the insets were calculated as weighted
means, including per-run uncertainties.
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Sample First Run Last Run NBursts [103] ANTI-0 bad burst
fraction [%]

A 11858 12001 49 0.60
B 12013 12162 108 4.62
C 12165 12321 110 10.40
D 12340 12463 78 0.19
E 12464 12578 58 0.26

Table 4.2: Bad bursts of the ANTI-0 detector per NA62 data sample for all samples collected in 2022.

initial period affected by general TDAQ and beam quality instabilities during calibration of all detec-
tor systems. The end of the period coincides with an increase of the bias voltage supplied to ANTI-0
SiPMs by 0.5 V. The second medium-term decrease in ANTI-0 efficiency occurred for runs (12 095 to
12 115). It was caused by a failure of one of low voltage cards powering the pre-amplifiers, resulting
in a loss of signal from a fraction of channels. The third period of reduced ANTI-0 efficiency, charac-
terised by the largest steady drop of the year, covers runs (12 157 to 12 175), as visible in the top panel
of Figure 4.9. The underlying issue was the repeated tripping of a group of ANTI-0 channels due to
mid-burst current spikes in the SiPMs. The trip thresholds for the affected channels were increased
to reflect the rising dark current caused by radiation exposure. Another efficiency drop of the same
physical origin occurring for runs (12 240 to 12 260) motivated a further increase of the trip thresholds
of all ANTI-0 channels.

The per-run timing performance of the ANTI-0 in 2022, quantified through the resolution relative
to NA48-CHOD, is shown in the bottom panel of Figure 4.9. The measured performance agrees with
that observed in 2021, with only a single deviation from the general trend of worsening resolution due
to ageing, potentially caused by radiation exposure. The step-like change occurring around run 12000
corresponds to the increase in SiPM bias voltages described in the previous paragraph. Note that the
yearly rate of worsening timing performance (a few tens of ps) has no impact on the quality of data
from analysis perspective, where the timing window size is typically a few ns.

The performance of the ANTI-0 as parameterised by fraction of “bad” bursts in each of the 2022
data samples is summarised in Table 4.2. The observed pattern is caused by the final three lower
efficiency periods visible in the top panel of Figure 4.9, with one contained in sample 2021B and two
in 2021C. The stability of ANTI-0 performance in 2022 is demonstrated by the sub-percent fraction
of bad bursts observed in the absence of hardware issues.

4.4.3 Data quality in 2023

The per-run efficiency and timing resolution of the ANTI-0 detector for all physics-quality runs col-
lected in 2023 is shown in the top and bottom panels of Figure 4.10 respectively. The 2023 data-
collection campaign was characterised by stable performance of the detector. The gap spanning runs
(13 416 to 13 471) corresponds to dump mode operation, with a single kaon run taken in the middle
to provide calibration data for a subset of detector systems. The nominal NA62 beam intensity was
reduced by factor 1/3 from run 13523, as motivated by studies of K+ → π+νν̄ and K+ → π+π0

candidate event yields as a function of beam intensity [112]. While no associated change in timing
performance of the ANTI-0 was observed, the per-run efficiency of the detector improved to ∼98.3%.
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Figure 4.10: Average per-run efficiency (top) and time resolution (bottom) of the ANTI-0 detector in
2023. The latter was computed from ANTI-0 candidates associated with downstream tracks, which
have a NA48-CHOD time. The yearly averages presented in the insets were calculated as weighted
means, including per-run uncertainties.
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Sample First Run Last Run NBursts [103] ANTI-0 bad burst
fraction [%]

A 13082 13205 60 0.77
B 13206 13283 58 0.22
C 13284 13415 90 0.11
D 13438 13522 24 0.08
E 13523 13621 88 2.25
F 13623 13705 68 0.07

Table 4.3: Bad bursts of the ANTI-0 detector per NA62 data sample for all samples collected in 2023.

The performance of the ANTI-0 as parameterised by fraction of “bad” bursts in each of the 2023
data samples is summarised in Table 4.3. Only sample 2021E contains a bad burst fraction >1%.
Overall, data collected in 2023 showcases the long-term ANTI-0 performance with efficiency exceeding
98% and a time resolution with respect to the NA48-CHOD of 630 ps. Subtracting the NA48-CHOD
resolution contribution of 200 ps, time resolution of the ANTI-0 is calculated to be 600 ps.
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Chapter 5

The K+ → µ+νµµ+µ− Analysis

This chapter contains the description of work conducted to measure the branching ratio of the
K+ → µ+νµµ+µ− decay on NA62 data collected in 2017 and 2018. The analysis strategy, data
sample and employed event selections are outlined, together with the techniques used for background
modelling. The chapter includes a discussion of the most relevant systematic effects and concludes
with the resultant measurement of the branching ratio B(K+ → µ+νµµ+µ−) together with an error
budget.

5.1 Strategy

The target of the analysis is a measurement of the branching fraction of the K+ → µ+νµµ+µ− (Kµνµµ)
decay by using the K+ → π+µ+µ− (Kπµµ) decay to quantify the number of K+ decays in the FV, i.e.
as a normalisation channel. This approach is motivated by two key arguments. Firstly, the signal and
normalisation channels share a similar experimental signature with a single incoming K+ and three
tracks in the downstream region, at least two of which are due to muons. Secondly, data pertinent to
both decays is collected with the same trigger stream at the NA62 Experiment. These two features
allow for a partial cancellation of systematic effects due to offline selection and the trigger system.
The immediate consequence of using Kπµµ as the normalisation channel is the external uncertainty
coming from the branching fraction of the decay (later referred to as Bπµµ), recently measured as [2]

B(K+ → π+µ+µ−) = (9.15 ± 0.08) × 10−8 (5.1.1)

by the NA62 Collaboration on a data set including the one used for the Kµνµµ analysis. The most
significant source of uncertainty in the Kπµµ measurement originates from data sample size. Given
the lower expected branching ratio of the Kµνµµ decay (see Equation 2.4.15) and a similar size of the
data set used as compared to that of the Kπµµ analysis, the signal selection was initially designed
to maximise signal acceptance. Further selection optimisation was performed to minimise the uncer-
tainties arising from the number of signal candidates in data, the expected background contamination
and the method of obtaining the background estimate.

Throughout the analysis, selection acceptances by convention include the associated trigger efficien-
cies. This treatment is enabled by the existence of L0 (hardware) trigger emulators and the possibility
to apply the HLT (L1 software trigger) algorithms offline to simulated data. The systematic effects
arising from imperfections in this approach are discussed in Section 5.8.
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5.1.1 Branching ratio measurement

The measurement of B(K+ → µ+νµµ+µ−) (later referred to as Bµνµµ) relies on counting the data
events passing the full signal selection, NData and subtracting the expected background contamination,
NBkgd as estimated with the MC samples of different K+ decay modes, so that

B(K+ → µ+νµµ+µ−) = NData − NBkgd

Aµνµµ × NK
. (5.1.2)

The Aµνµµ symbol represents the acceptance of the Kµνµµ decay under the signal selection including
the trigger efficiency. It is computed from a MC sample as the fraction of events passing the full
selection with respect to the total number of decays of this type occurring with true decay z-position
such that

Ztrue
vtx ∈ [105.0, 180.0] m, (5.1.3)

defining the conventional range for all acceptance calculations unless specified otherwise. The MC
generator used for calculation of Aµνµµ, included in na62fw and following the theoretical description
contained in Section 2.4.2, was provided by the author of the paper giving the Standard Model
prediction for Bµνµµ [10]. The NK symbol represents the number of K+ decays in the FV for the
considered data sample. The quantity is measured with the Kπµµ decay, so that

NK = Nπµµ
Cand

ANorm
πµµ × Bπµµ

, (5.1.4)

where Nπµµ
Cand is the number of background-subtracted Kπµµ data events and ANorm

πµµ is the acceptance
of K+ → π+µ+µ− events under the normalisation selection including the trigger efficiency. Finally,
the expected background contamination in the signal mode, NBkgd is the sum of MC contributions
from individual K+ decay modes other than the signal. Explicitly,

NBkgd =
∑

i∈MC

Ni

N i
Sample

× Bi × NK , (5.1.5)

where Ni is the numbers of events passing the full signal selection including trigger emulation, N i
Sample

quantifies the number of simulated events with the true decay z-position satisfying Equation 5.1.3, Bi

is the branching ratio and the index i covers the relevant MC samples.

The reliability of Aµνµµ and ANorm
πµµ estimates from MC simulation is supported by the parts of

the simulation being tuned to real data, the inclusion of pileup event signatures prior to reconstruc-
tion (see Section 3.4.2) and subjecting real and simulated data to the same reconstruction routines.
Furthermore, the similar experimental signature of the signal and normalisation channels should re-
sult in partial cancellation of systematic effects due to imperfect simulation of detector response. The
uncertainty arising from using the MC estimate for NBkgd is addressed and quantified in Section 5.7.2.

5.1.2 Error propagation

The formulae from the previous subsection define the full spectrum of observable variables and key
quantities necessary for the computation of the target branching ratio. The uncertainties on individual
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Variable, j
∂Bµνµµ

∂j
Uncertainty type

NData
BBF

µνµµ

NData
Data statistical

Aµνµµ −Bµνµµ

Aµνµµ
MC statistical

Nπµµ
Cand −

BBF
µνµµ

Nπµµ
Cand

Systematic

ANorm
πµµ

BBF
µνµµ

ANorm
πµµ

Systematic

Ni
Ci

Ni
Systematic

Bi δπµµ
i

BBF
µνµµ

Bi
− Ci

Bi
External

Table 5.1: Partial derivatives of Bµνµµ with respect to a complete set of key analysis variables used
for error propagation. The δπµµ

i symbol is a Kronecker delta evaluated to 1 if the sample in question
is Kπµµ and 0 otherwise.

quantities are combined to provide the error on Bµνµµ according to the formula

σ(Bµνµµ) =
√∑

j

(∂Bµνµµ

∂j
× σj

)2
, (5.1.6)

where the index j runs over all observable variables and key quantities with uncertainties σj .
The procedure is applied separately for statistical, systematic and external uncertainty sources, under
the assumption of contributions from individual variables being uncorrelated. Correlations between
the considered sources of uncertainty are neglected due to their expected small contribution in view
of a dominant effect arising from data sample size.

The calculation is simplified by a reformulation of Equation 5.1.2 using Equations 5.1.4 and 5.1.5,
yielding

Bµνµµ = NData × ANorm
πµµ

Aµνµµ × Nπµµ
Cand

× Bπµµ −
∑

i∈MC

Ni
Aµνµµ × NK

× NK × Bi

N i
Sample

= BBF
µνµµ −

∑
i∈MC

Ni × Bi

Aµνµµ × N i
Sample

= BBF
µνµµ −

∑
i∈MC

Ci,
(5.1.7)

where BBF
µνµµ is a background-free-like formulation of Equation 5.1.2, i.e. describing the branching

ratio for the case NBkgd = 0. The Ci symbol represents the correction to Bµνµµ from background
contribution of mode i, with i spanning the set of used MC samples.

The partial derivatives of Bµνµµ with respect to a key set of analysis variables are presented in
Table 5.1, together with their classification as either statistical, systematic or external uncertainty.
Data and MC statistical error for the signal channel are classified as statistical uncertainty, where
the latter follows Reference [113] and is motivated by lack of an alternative method for estimating
the parameter. The corresponding variables for the normalisation channel are treated as systematic
uncertainty due to the method of measuring the number of K+ decays in the FV. Error propagation
for individual quantities, such as NK or NBkgd, follows the same principles.
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Figure 5.1: The definitions of quadrants of the CHOD and MUV3 detectors as a function of tile
position, left and right respectively. The grey region of the MUV3 corresponds to the nine small
“inner” tiles, not belonging to any quadrant, with the larger tiles outside of this region known as
“outer”. [90]

While this section discusses all sources of statistical and external uncertainties, the coverage of
systematic effects is limited to phenomena of statistical nature arising from the use of Kπµµ as a
normalisation channel and MC samples as a method for estimating NBkgd. The impact of other
systematic effects, quantified after optimising the event selections as described in Section 5.6, is
detailed in Section 5.7.2.

5.2 Data Sample

The analysis sample comprises all data collected by the NA62 Collaboration with the di-muon multi-
track (2µMT) trigger stream in 2017 and 2018 and selected by the “2MU3TV” offline data filter. The
data is subject to standard performance requirements for all systems involved in online collection and
offline processing of the data, as well as for data quality of the detector systems used in the selection
process.

5.2.1 2µMT trigger stream

The di-muon multi-track trigger stream was designed to indicate the presence of events with at least
two final state muons due to a K+ decay producing multiple charged tracks.

At the L0 hardware level, the stream requires a coincidence of three conditions, called “RICH”,
“QX” and “MO2”. The first one denotes at least two signals seen by the RICH, with the L0 trigger
time defined by the time of this primitive. The “QX” condition requires at least one signal from
each of a pair of diagonally opposed quadrants of the CHOD detector, as shown in the left panel of
Figure 5.1. This trigger condition reduces the accidental contribution to the trigger bandwidth, as
charged daughters of a single K+ preferentially illuminate opposite CHOD quadrants by momentum
conservation. The “MO2” condition requires at least two hits in the “outer” tiles of the MUV3
detector, as defined in the right panel of Figure 5.1. Such a signature implies the presence of muons in
the downstream part of the detector, with only the “outer” part of the detector used due to significant
illumination of the “inner” section by π± → µ±ν decays occurring downstream of the FV.
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After a positive decision at the L0 level, two L1 software trigger algorithms are applied, “KTAG”
and “STRAW-Exo”. The former algorithm utilises information from the KTAG, requesting at least
one detected Cherenkov photon in more than four octants of the detector within 5 ns of the L0 trig-
ger time. It serves to reject events triggered by scattered beam pions or halo muons, with the time
window significantly larger than the KTAG time resolution to accommodate for potential drifts in
the readout system. The “STRAW-Exo” algorithm imposes a requirement on a set of downstream
spectrometer tracks obtained with a faster and simpler reconstruction procedure than the full offline
treatment. The algorithm returns a positive decision if a negatively charged track, satisfying a set of
quality conditions designed to reduced the presence of fake tracks, is found.

A detailed discussion of the performance of individual components of the 2µMT trigger line as
measured on 2018 data is available in [90].

5.2.2 2MU3TV data filter

The NA62 software framework contains “filters”, i.e. analysis level tools used for broad classification
of individual events according to their general properties. Each “filter” applies a few cuts to data
collected through a particular set of trigger lines to select events with similar final state signatures.
The “filters” are not exclusive, i.e. a single event can bear multiple positive classifications.

The Di-muon Three Track Vertex (2MU3TV) filter was developed to facilitate analyses of kaon
decays with three charged tracks, two of which are muons, such as the normalisation mode Kπµµ and
the signal Kµνµµ. The 2MU3TV filter accepts events with positive decisions from either the 2µMT,
“Multitrack” or “Control” streams. The “Multitrack” targets K+ decays with multiple charged final
state particles and the latter requires at least one charged particle generating a signal in the NA48-
CHOD. The event is requested to contain at least one Spectrometer track vertex satisfying a set
of conditions outlined below. Individual vertices are computed from Spectrometer tracks using the
Billoir-Fruhwirth-Regler formulation of the least-squares fitting method [114] accounting for a non-
uniform magnetic field. The candidate should:

1. be composed of three tracks;

2. consist of tracks within geometric acceptance of all four Spectrometer stations and separated by
at least 10 mm at the STRAW1 plane;

3. have a vertex z-position in the range (103 to 180) m;

4. have a vertex χ2 < 40, as defined by the track fitting procedure;

5. have a total momentum below 90 GeV/c.

The final criterion requires that at least two tracks have geometric associations with candidates from
the MUV3.

5.2.3 Data quality requirements

To ensure only data of good quality is processed for analysis purposes, satisfactory performance of
individual detector systems as well as the data gathering and processing infrastructure is requested
on a per-burst basis. This is monitored through the centrally developed “bad burst” system. All
detector systems have automatically executed analysis-level routines, such as the one designed for the
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ANTI-0 and described in Sector 4.3.4, which can flag a burst as “bad” for the system based on a set
of system-specific criteria. The same applies separately for the L0-primitive-generating electronics of
L0 detectors as well as the trigger processing and general data processing infrastructure.

For the Kµνµµ analysis, bursts labelled as “bad” for any of the following components are rejected.
The data gathering and processing components requested to perform well span the L0-primitive gen-
erators of NA48-CHOD, CHOD, MUV3 and RICH, together with the L0 and L1 trigger-processing
electronics and the central processing routine. The detector systems with verified data quality include
KTAG, GigaTracker, STRAW, NA48-CHOD, CHOD, LKr and MUV3.

5.3 Simulated data

Simulated (MC) data samples are used in the analysis to calculate the acceptances of the signal and
normalisation modes and to provide background estimates. The branching ratios of K+ decay chan-
nels considered as potential sources of background in the analysis cover the orders of magnitude (10−8

to 10−2). Together with the expected small acceptances, this fact prevents the simulation of all the
processes using the standard (full) procedure given the required resources. Hence, a set of biasing
methods and simplified simulation modes are present within the na62fw. The Fast and Standard
modes refer to the set of simulated detector systems, while the Capped enables constraining the
lifetimes of simulated particles, making it functionally independent from the previous two. All three
simulation modes are described in the following subsection, including the tools allowing for the com-
bination of their outputs.

By design, the NA62 detector can measure products of K+ decays occurring within the z-range
defined in Equation 5.1.3. To account for the resolution on the reconstructed vertex position, the
default approach involves forcing simulated K+ particles to decay within (102.425 to 180.0) m, with
the lower limit defined by the position of the third GTK station. Kaon decays upstream of that
boundary can generate a signature compatible with a decay in the FV, hence samples simulated with
such conditions are also produced and referred to as “upstream”. The “near upstream” mode pertinent
to this analysis is described below. The section concludes with a summary of all the MC samples used
in the analysis.

5.3.1 Simulation modes

The Standard simulation mode includes all NA62 detector systems described within NA62MC. As
the most accurate method relying on a minimal amount of simplifications, it is the default approach
for generating MC samples, whenever the required size falls within the available computing and data
storage resources.

The Fast mode aims to reduce the computing time by factor ∼20 by not simulating any detectors
downstream of the NA48-CHOD, i.e. excluding the calorimeters and the MUV3, as well as forgoing
the generation and propagation of Cherenkov photons in the KTAG. In principle, data from any of
the excluded detectors and the KTAG can be later emulated prior to reconstruction, using a tool
called the FastMCHandler , based on “true”, i.e. simulated information on the passage of particles
through the apparatus. The present version of the FastMCHandler covers only KTAG and MUV3
signatures. The KTAG response is accounted for by adding a random number of hits sampled from
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a Poisson distribution of rate 20, randomly distributed between the octants and the PMTs within
them. The MUV3 response is emulated for particles originating from upstream of the LKr, verified
from “true” information. All the muons, as well as 1% of pions with a randomised inelastic interaction
contribution [115], are considered. The effect of scattering in the calorimeters is simulated including
momentum-dependence. If the extrapolated position of the particle computed from “true” informa-
tion at MUV3 plane with the randomised scattering contributions falls within a MUV3 tile, a signal
is generated. Samples simulated in the Fast mode by construction do not include the calorimetric
response. The energy deposit due to presence of pions that do not undergo any decay or with a final
position downstream of the LKr is emulated at analysis level by the LKrPionEnergyEmulator tool of
the na62fw. The tool samples ELKr/ptrack values from two-dimensional spectra accounting for the
track momentum, with the allowed range spanning (10 to 44) GeV/c. The spectra were obtained from
data K3π events collected with the “Multitrack” trigger stream, separately for negative and positive
pions.

The Capped mode involves biasing of the lifetimes of K+ daughters, without impact on the subset
of detector systems simulated. In the Kµνµµ analysis, this technique allows for forcing charged pion
decays in flight, so that they can generate the experimental signature of a muon. The maximum
allowed z-position of the “capped” particle, zmax can be adjusted by the user, with the standard value
of 245.9 m being the location of the iron wall preceding the MUV3 detector. The maximum proper
lifetime of the particle, tmax is defined as

tmax = 1.01 × zmax − zvtx

γcβ
, (5.3.1)

where zvtx is the true position of the K+ decay, γ and cβ are the Lorentz factor and speed of the
particle in the laboratory frame of reference respectively. The “safety factor” of 1.01 accounts for
particles not travelling parallel to the z-axis. For all unstable K+ daughters, their simulated lifetime
is sampled as random variable, t, from the distribution

f(t) = 1
τ

e−t/τ , (5.3.2)

where τ is the mean lifetime of the particle. In the Capped mode, the lifetimes are sampled until the
required minimum number of particles satisfy t < tmax, where the probability assigned to achieving
such a lifetime is

p = 1 − e−tmax/τ . (5.3.3)

Each event is then assigned a weight computed from the probability values according the requested
number of “capped” decays as well as the total number of the particles of that species. The weights
allow for straightforward combination of Capped samples of one decay mode with standard samples
of another. While the simulated proper lifetime of a particle is not propagated as “true” information
from the simulation to the analysis stage, a boolean flag indicating whether the t < tmax condition was
satisfied is saved on a particle basis. In case of MC samples produced using the Capped functionality
having multiple final state particles of the “capped” type, their name includes the required minimum
number of biased decays. For example, samples representing the K+ → π+π+π− decay can be of the
“Capped1”, “Capped2” or “Capped3” type, since all charged pions are treated as a single type.
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5.3.2 “Near upstream” simulation

In the “near upstream” simulation mode, the K+ are forced to decay within (96.95 to 102.425) m,
delimited by the second and third GTK stations. The mode is used to assess the impact of early
decays with a misreconstructed decay vertex. The combination of such decays with samples produced
with the default kaon decay range requires the calculation of a scaling factor, fK , accounting for the
kaon flux into the relevant region and the probability of decay. Explicitly,

fK = e−ZU
1 /α(1 − e−(ZU

2 −ZU
1 )/α)

e−ZS
1 /α(1 − e−(ZS

2 −ZS
1 )/α)

, (5.3.4)

where ZS(U) are the boundaries of the decay range for the standard (near upstream) mode. The
symbol α = τβcγ represents the product of mean lifetime, speed and Lorentz factor of a 75 GeV/c

K+. The ZS values used are the extremes of the acceptance range contained in Equation 5.1.3, while
the ZU limits cover the whole range of the allowed by the “near upstream” mode. The fK factor is
computed assuming no energy loss by the K+, a straight-line trajectory in both regions and with the
mean lifetime taken as [13]

cτ(K+) = 3.711 m, (5.3.5)

yielding the result of
fK = 0.079. (5.3.6)

The “near upstream” mode can be requested independently of the usage of the Capped or Fast
functionality. By convention, samples including “Near” in the name were produced using this mode.

5.3.3 Summary of used MC samples

Table 5.2 outlines the MC samples used in the analysis, for the purposes obtaining both the signal and
normalisation acceptances and background estimates. The method for combining samples representing
the same physical process is described in Section 5.5.

5.4 Event Selections

The experimental signatures of both the signal and normalisation channels contain a single incoming
K+ observed by the upstream detectors and three charged tracks seen by the downstream systems
with no other activity. This similarity allows for the development of a common part of both event
selections to minimise systematic effects arising from the differences. The common approach applies
to choosing the candidate downstream track vertex, the GTK kaon track and matching the two in
the temporal and spatial domains. The particle identification (PID) criteria for pions and muons,
shared in the two procedures, are outlined below. Should an event pass the common selection, it
is considered further either as a normalisation or signal candidate depending on the PID verdict for
the tracks contained in the chosen vertex. Both selections impose further cuts, making use of the
kinematic properties of the two decays and accounting for the presence of backgrounds, and define
the final observables used to select signal regions.

5.4.1 Common selection

The aim of the common requirements for signal and normalisation channels is to select well recon-
structed three-track kaon decay events, i.e. ones consistent with a decay of a K12-beam kaon and
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K+ decay MC mode Name NSample [106] Branching ratio, B

K+ → µ+νµµ+µ− Standard Kµνµµ 13.0 -

K+ → π+µ+µ− Standard Kπµµ 10.2 (9.15 ± 0.08) × 10−8 [2]

K+ → π+π+π− Standard K3π 177 (5.583 ± 0.024) × 10−2 [13]

K+ → π+π+π− Fast
Capped 2 K3π FC2 14.7 × 103 (5.583 ± 0.024) × 10−2 [13]

K+ → π+π+π− Fast
Capped 3 K3π FC3 5.0 × 103 (5.583 ± 0.024) × 10−2 [13]

K+ → π+π+π− Near Fast
Capped 2 K3π Near FC2 865 (5.583 ± 0.024) × 10−2 [13]

K+ → π+π−µ+νµ
Fast

Capped 1 Kµ4 FC1 204 (4.5 ± 0.2) × 10−6 [116]

K+ → π+π−e+νe Standard Ke4 98.5 (4.247 ± 0.024) × 10−5 [13]

K+ → e+νeµ+µ− Standard Keνµµ 3.7 (1.7 ± 0.5) × 10−8 [13]

Table 5.2: List of all MC samples used for the analysis, including the decay type, MC simulation
mode, branching ratio, number of simulated events and sample name.

composed of good quality downstream tracks in acceptance of the timing and PID systems. The
selection is devised to maximise the acceptances of the Kµνµµ and Kπµµ processes, in view of data
sample size being the expected dominant source of uncertainty.

The first stage of the common selection seeks events with vertices composed of three downstream
tracks (3TV) and satisfying the following conditions:

1. Vertex charge consistent with a K+ decay, Qvtx =
∑

Qtrack = +1;

2. The geometric compatibility between the three STRAW tracks measured though the χ2 quantity
of the vertex-fitting method < 25;

3. Closest distance of approach, CDA, between the position of the 3TV and the beam axis de-
scribing the run-average trajectory of the kaons known as the beam axis, BA, CDA < 50 mm;

4. Z-position of the vertex within the FV, with the lower limit increased to account for the expected
impact of decays upstream of the GTK3, Zvtx(3TV ) ∈ [110, 180] m;

5. Presence of either a NA48-CHOD or CHOD association for every downstream track providing
the timing information;

6. Compatibility of the vertex time (defined below) with the trigger time, |tvtx − ttrigger| < 6 ns.

The vertex time, tvtx is calculated as the average of the best NA48-CHOD and CHOD associations
of all three tracks, where the contributions from the two detectors are weighted by their approximate
resolutions. A single outlier time, i.e. the time with the largest contribution to the χ2 calculated with
respect to the initial average, can be rejected to account for accidental activity if the p-value of the
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set is below 1 × 10−3. Should the rejection result in no representative times for one of the tracks, the
vertex candidate is dismissed.

The event is accepted only if one good quality 3TV is found, with the component tracks not present
in any other three-track vertex satisfying the timing criterion (6 in the list above).

The following quality requirements are then imposed on all tracks forming the selected vertex:

1. The Spectrometer candidate is composed of hits from all four STRAW chambers;

2. The hits comprising the STRAW track are compatible with a single particle signature in space
and time, as defined by the χ2(STRAW ) value of the track fit being < 40;

3. The track is within the geometric acceptance of the NA48-CHOD, CHOD, LKr and MUV3
detectors and does not intercept the last LAV station (LAV12);

4. Track momentum magnitude is within the design range of the Spectrometer and the kinematic
spectrum of target decays, ptrack ∈ [10, 45] GeV/c;

5. General temporal consistency with the vertex time, |tvtx − ttrack| < 12 ns;

6. Track angle with respect to the BA consistent with the geometric acceptance of the NA62
apparatus, i.e. below 9 mrad.

The tracks should also be separated transversely by at least 15 mm and 200 mm in the z-planes of the
first STRAW chamber and the LKr, respectively, to mitigate the impact of misreconstruction due to
signal overlap.

All positively charged tracks satisfying the criteria above are also subject to a cut aimed at removing
the impact of accidental muons from in-time K+ → µ+νµ decays. The muon mass hypothesis is used
to define the track four momentum for the procedure, Pµ+ , with the requirement

M2
Miss(Kµ2) = (PK+ − Pµ+)2 > 4.5 × 104 MeV2/c4. (5.4.1)

The kaon four momentum, PK+ , is set to the run-average value. The boundary value was chosen to
ensure that it is greater than (2mµ)2, which defines the end of the Kµνµµ spectrum.

With the 3TV selected, the routine proceeds to the upstream region to chose a suitable K+

candidate. Firstly, the presence of a K+ is established by using the KTAG detector, where a candidate
constructed from a coincidence of at least five octants must be present with a time, tKT AG consistent
with both the 3TV and the trigger times, so that

|tvtx − tKT AG| < 6 ns and |ttrigger − tKT AG| < 6 ns. (5.4.2)

In case of multiple KTAG candidates satisfying the criteria, the one closest in time to tvtx is chosen
to represent the kaon crossing time.

Once the relevant PID conditions for signal and normalisation selections are satisfied, the kinematic
description of the kaon is sought from GTK information. Only GTK candidates of track-fit χ2

GT K < 25
are considered, with the parameter representing the quality of geometric and temporal compatibility
of component hits. Each candidate is then considered for a four track vertex (4TV), composed of the
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three STRAW tracks and the GTK candidate. The 4TV position and χ2(4TV ) values are computed
with the same approach as for a purely STRAW-track vertex. The candidate giving the best geometric
compatibility, i.e. a minimum χ2(4TV ) value, is chosen. The 4TV is then subject to the following
requirements.

1. The GTK candidate time, tGT K being consistent with the kaon crossing time,
|tKT AG − tGT K | < 1 ns.

2. Good geometric compatibility between components enforced by χ2(4TV ) < 14.

3. Z-position of the 4TV satisfying the same condition as the 3TV equivalent,
Zvtx(4TV ) ∈ [110, 180] m.

Should the conditions be fulfilled, track momenta are defined by the output of the fitting procedure,
which includes small corrections to the three-momenta of all components arising from the vertex
position. The timing constraint was chosen to maximise acceptance, with the relative resolution of
the two systems below 200 ps. The boundary of the χ2(4TV ) requirement was optimised for signal
sensitivity, as described in Section 5.6.

5.4.2 Particle identification conditions

A set of PID conditions is designed to select pion and muon candidate tracks based on information
from three detector systems. The track momentum as provided by the downstream spectrometer,
ptrack and the energy of the associated LKr cluster, ELKr are used to represent the fraction of energy
lost by the particle through interaction in the LKr. MUV3 associations from the “outer” tiles of the
detector mark the presence or absence of muons. The muon and pion criteria are outlined below.

Muon track:

1. At least one outer MUV3 association, with the candidate time, tMUV 3 consistent with vertex
and trigger times within 6 ns.

2. No inelastic interaction in the LKr, representing the minimum-ionising-particle (MIP) nature of
muons in the analysis momentum range, ELKr/ptrack < 0.2.

Pion track:

1. No outer MUV3 association within 10 ns of the vertex time.

2. Energy deposit in the LKr consistent with a MIP or an inelastic interaction leading to a shower
with a hadronic component, ELKr/ptrack < 0.9.

5.4.3 Normalisation selection

The normalisation selection aimed at finding well-reconstructed Kπµµ decays requires a single positive
track identified as a pion, with the remaining pair satisfying the muon PID conditions. Should the
muon candidates have one outer MUV3 association each, the MUV3 signals must originate from
different tiles. The pion-identified track is further requested to be incompatible with an upstream
decay by requiring that the position at the plane corresponding to the back face of the final collimator
satisfies

|xcol| > 40 mm or |ycol| > 25 mm. (5.4.3)
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The kinematically closed nature of the Kπµµ decay is utilised by requesting the difference in momentum
magnitudes of the vertex composed of the three downstream tracks and the GTK candidate to satisfy

| |p⃗π+ + p⃗µ+ + p⃗µ− | − |p⃗K+ | | < 2.5 GeV/c, (5.4.4)

where p⃗X is the three momentum vector of track X including the corrections from the vertex fitter. The
transverse momentum of the downstream track system calculated with respect to the kaon candidate
track, pT , must be consistent with a lack of additional daughter particles, i.e.

pT < 30 MeV/c. (5.4.5)

The invariant mass of the three downstream tracks under mass hypotheses originating from the PID
verdicts is computed as

Mπµµ =
√

(Pπ+ + Pµ+ + Pµ−)2, (5.4.6)

where PX is the four momentum of a track identified as X, with momentum including the corrections
from the vertex fitter. This variable should be consistent with the K+ mass, MK+ , for Kπµµ decays,
hence the normalisation selection signal region is defined as

|Mπµµ − MK+ | < 8 MeV/c2, (5.4.7)

where the width is taken to match the recent Kπµµ analysis conducted on NA62 data [2].

5.4.4 Signal selection

For the selected three-track vertex to be compatible with a Kµνµµ decay, all three downstream tracks
must be identified as muons. If a track has a single in-time outer MUV3 association and any of
the other two tracks has an in-time association from the same tile, the event is rejected. Two key
kinematic properties of the event are computed, including the momentum corrections from the vertex
fitter. The first is the transverse momentum of the three muon tracks with respect to the kaon one,
pT . The second is the momentum deficit, ∆p, defined as

∆p = |p⃗K+ | − |p⃗µ+
1

+ p⃗µ+
2

+ p⃗µ− |, (5.4.8)

where p⃗X is the three momentum vector of a track identified as particle X. The two parameters
indirectly describe the momentum and direction of the νµ escaping detection. Cuts are made on both
quantities, exercising the kinematically open nature of the Kµνµµ decay, so that

pT ∈ [0, 140] MeV/c and ∆p ∈ [4, 40] GeV/c. (5.4.9)

The upper limits of both ranges correspond to the ends of the respective spectra as obtained from
simulation of the Kµνµµ mode, with the lower limits determined by optimisation, as described in
Section 5.6. The final kinematic variable used in the selection is the squared missing mass of the three
muon system with respect to the K+ track, M2

Miss(Kµνµµ), corresponding the the square of the νµ

mass and hence expected to peak at 0 for the signal mode. It is calculated as

M2
Miss(Kµνµµ) = (PK+ − Pµ+

1
− Pµ+

2
− Pµ−)2, (5.4.10)
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where PX is the four momentum of particle X. The signal region spans

|M2
Miss(Kµνµµ)| < 900 MeV2/c4, (5.4.11)

following prior unfinished work on the Kµνµµ analysis of NA62 data [117] and delimited by values
where the simulated signal channel contribution roughly equals that of the sum of backgrounds, see
Figure 5.13.

5.5 Background modelling

The experimental signature of the Kµνµµ decay, i.e. three downstream tracks identified as muons
and a single incoming K+, can be mimicked by a variety of processes in the NA62 experiment. The
contribution from individual K+ decays enters through daughter particle misidentification or decays.
Charged particles of two species species other than muons can be created in K+ decays: the electrons
(positrons) and the pions. The former are stable particles unlikely to receive a positive muon PID
due to containment of electromagnetic showers in the LKr. Charged pions preferentially decay to
muon-neutrino pairs, with the branching ratio [13]

B(π+ → µ+νµ) = (99.98770 ± 0.00004) (5.5.1)

For a representative K+-daughter pion of momentum 20 GeV/c, the mean distance travelled by the
particle is

l = γ · βc · τπ± ≃ 1120 m, (5.5.2)

where c · τπ± = 7.8045 m [13]. As the pions from K+ decays in the FV traverse (66 to 101) m before
encountering the first PID system, the LKr, the probability of a positive muon identification verdict
lies in the (5.9 to 9.0)% range. Furthermore, the LKr energy deposits due to passage of pions can
be consistent with a minimum-ionising-particle (MIP) signature. Hadronic shower secondaries from
pion interactions in the calorimeters can generate muons, giving a temporally compatible MUV3 hit,
with the probability of about 1% [115]. Accidental in-time activity in the MUV3 can also provide an
association, albeit with a lower probability (see Section 5.5.1.1). Consequently, events with in-flight
pion decays are expected to dominate the background contributions.

In summary, K+ decays with final states being a combination of muons and charged pions are the
most likely sources of background. This category includes the normalisation mode, Kπµµ, as well as
the K3π and Kµ4 processes. The experimental signatures of such events will vary depending on the
number of pion decays upstream of the LKr and their exact positions.

The following discussion assumes that the daughter muon is not co-linear with the pion. Conse-
quences of individual pion decay in various z-ranges regarding the reconstruction of particle direction
upstream of the STRAW, measurement of the momentum magnitude and impact on associations of
signal from detectors downstream of the STRAW are presented in Table 5.3. Pion decays upstream
of STRAW2 will lead to misreconstruction of its trajectory between the original K+ decay and the
Spectrometer, which is expected to affect the geometric compatibility with the other tracks and yield
an increased χ2 value from the vertex fitter. Should a pion decay upstream of the final STRAW
chamber, the measured momentum does not represent that of the original particle. Consequently,
the momentum of a three-track vertex containing at least one such particle is not consistent with the
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Region start Region end Pion upstream
trajectory

Momentum
magnitude

Downstream
associations

110 m STRAW1 × µ measured ✓

STRAW1 STRAW2 × misreconstructed ✓

STRAW2 STRAW3 ✓ misreconstructed ✓

STRAW3 STRAW4 ✓ misreconstructed ×

STRAW4 MUV3 ✓ π measured ×

Table 5.3: The z-ranges of in-flight K+-daughter pion decay and their impact on reconstructing the
upstream particle trajectory, the measurement of momentum magnitude and geometric association
with signal from detectors downstream of the STRAW, used for particle identification.

mother K+ momentum, which can results in the measured kinematic properties being similar to the
target Kµνµµ mode. In-flight pion decays downstream of the third STRAW chamber lead to a misre-
construction of particle trajectory downstream of the Spectrometer, which can impact the association
with signal from PID detectors. In extreme cases, a particle not incident on the LKr or MUV3 can
be identified as within geometric acceptance one or both of the two detectors.

The high-intensity nature of the NA62 experiment necessitates the consideration of multiple in-time
decays with some particles going undetected or an incomplete reconstruction of a K+ decay together
with a presence of a halo muon. Both cases are addressed by the overlay procedure, where the K+

decays and halo particles are injected into simulated data, randomly distributed in time and sampled
from a library containing the observed signatures of six most likely K+ decays and halo components.
Kinematic constraints and the timing performance of the NA62 apparatus allow to discount triple co-
incidences as a significant source of background, with their expected contribution significantly smaller
than that of two in-time geometrically compatible processes.

Given the lack of known particles with multiple units of electric charge below the kaon mass and
conservation of electric charge, K+ decays can generate only odd numbers of charged daughters.
This constraint, together with the expected negligible contribution of triple coincidences, justifies
considering only three track decays as background mechanisms for the purposes of this analysis. The
techniques used for modelling the background contributions from all considered K+ decay modes are
described in this section.

5.5.1 K3π decays

With the theoretically predicted Bµνµµ (see Equation 2.4.15) being six orders of magnitude smaller
than the branching ratio of the K3π process (see Table 5.2) and the probability of in-flight charged pion
decay of order a few percent, the K3π decays are expected to be a significant source of background.
To mimic the momentum deficit of the Kµνµµ signal, events of this type should include at least one
in-flight pion decay upstream of the final STRAW chamber leading to misreconstruction of particle
momentum.

75



The “Fast Capped” simulation mode is used to produce samples with at least two and three forced
pion decays upstream of the MUV3. The individual event weights, defined below, allow to combine
these samples with the other background channels and scale them to real data. The standard K3π

sample provides events with one or no pion decays upstream of the MUV3, selected by verifying the
decision of the capping algorithm, propagated from MC simulation stage to analysis level.

5.5.1.1 K3π with less than two in-flight pion decays

The contribution of K3π events with less than two in-flight pion decays is expected to be smaller than
that of ≥ 2 in-flight pion decays given the relative probability of in-flight decay and misidentification
based on LKr, STRAW and MUV3 signatures (misID). The production of a standard sample of
sufficient statistical power for such events was deemed unfeasible, hence a forced misID procedure was
developed. It relies on estimating the probability of an individual undecayed pion track not identified
as a muon to receive a muon PID verdict as a function of reconstructed track momentum, ptrack and
extrapolated position at the MUV3 plane, r⃗MUV 3, as

Pπ→µ(ptrack, r⃗MUV 3) = PLKr punch−through(ptrack) + PMUV 3 accidental(ptrack, r⃗MUV 3)

−PLKr punch−through(ptrack) × PMUV 3 accidental(ptrack, r⃗MUV 3).
(5.5.3)

The PLKr punch−through(ptrack) and PMUV 3 accidental(ptrack, r⃗MUV 3) symbols represent the probabili-
ties of a pion track passing the muon PID requirements of Section 5.4.2 due to hadronic-shower-related
and accidental activity in the MUV3, respectively. The final correlation term is subtracted to account
for independent origins of the two contributions.

The “punch-through” contribution, i.e. due to muons originating from inelastic interactions of the
pion in calorimeters, is quantified from a sample of simulated K+ → π+νν̄ events. The sample in
question is generated in the non-overlaid mode, so that only the detector signals generated by the
single charged pion are recorded in each event, without any accidental activity. The probability is
measured on tracks satisfying the following criteria.

1. The pion originated from the K+ and did not decay according to “true” MC information.

2. The resultant track passed all the quality criteria of Section 5.4.1 apart from the momentm
magnitude one.

3. The Spectrometer track has a closest distance of approach, CDA, with respect to the run-average
beam axis, BA compatible with a beam K+ decay, CDA(BA) < 50 mm.

4. The point minimising the CDA(BA) value has a z-coordinate satisfying the analysis requirement
ZCDA ∈ [110, 180] m.

5. The associated LKr signal points to a MIP or a shower with a hadronic component,
ELKr/pST RAW < 0.9.

The probability of such tracks to satisfy muon PID requirements of Section 5.4.2 is measured as a
function of track momentum. The result, with a linear fit in the range (8 to 50) GeV/c, is shown in
Figure 5.2. The fitted linear dependence is used to compute PLKr punch−through(ptrack) in the analysis
momentum range, yielding a result of 8.9 × 10−4 for a 25 GeV/c pion.
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Figure 5.2: The probability of a pion track satisfying analysis quality cuts to receive a positive muon
identification verdict due to hadronic-shower-related activity in the MUV3 (“LKr punch-through”).
The measurement was performed on a non-overlaid MC sample of 107 K+ → π+νν̄ decays. The
results of a linear fit (red curve) are presented in the inset.
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Figure 5.3: The probability for a pion track to satisfy the ELKr/pST RAW < 0.2 particle identification
requirement. Measured on ELKr/pST RAW spectra used by the LKrPionEnergyEmulator tool, which
constructs the profiles for events passing the standard K3π selection of na62fw [96]. The results of a
fit with a fourth degree polynomial of reconstructed track momentum, f(m) =

∑
0≤n≤4 pnmn, are

presented in the inset and as the red curve.
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The pion misidentification contribution due to MUV3 accidental activity is further factorised as

PMUV 3 accidental(ptrack, r⃗MUV 3) = PLKr µ(ptrack) × PMUV 3 hit(ptracl, r⃗MUV 3), (5.5.4)

where PLKr µ(ptrack) and PMUV 3 hit(ptrack, r⃗MUV 3) denote the probability of the ELKr/pST RAW value
and an accidental MUV3 hit satisfying the muon PID criteria respectively. The former is computed
from the ELKr/pST RAW spectra used by the LKrPionEnergyEmulator tool, considering negative and
positive pions together. For pion track momentum spanning (10 to 45) GeV/c, the probability of
ELKr/pST RAW < 0.2 is calculated with a binomial error. The obtained dependence was parametrised
through an empirical fit with a fourth degree polynomial of reconstructed track momentum. The
calculated ELKr/pST RAW < 0.2 values and the fitted model, including numerical values for the poly-
nomial coefficients, are shown in Figure 5.3.

The PMUV 3 hit(ptrack, r⃗MUV 3) dependence is calculated by exactly reproducing the Spectrometer-
MUV3 association routine and summing over the average hit rate of outer tiles geometrically compat-
ible with the track. This procedure does not account for association overlap, i.e. a single MUV3 tile
providing associations to multiple Spectroemter tracks, and necessitates the usage of a data sample
of minimum bias. To satisfy the requirement, out-of-time signals in the MUV3 from events collected
through the “Control” trigger stream are used. The representative time window for average MUV3
illumination was chosen as

|ttrigger − tMUV 3| ∈ [20, 30] ns, (5.5.5)

where ttrigger is the trigger time and the values are motivated by the profile shown in the left panel
of Figure 5.4. The outer tile hit rate is computed by dividing the hits scored in a single tile by
the product of the number of processed events and the width of the time window, with the result
shown in the right panel of Figure 5.4. The calculation of PMUV 3 hit(ptrack, r⃗MUV 3) for individual
tracks involves summing over rates from geometrically compatible tiles scaled by the width of the
MUV3 association time window. Figure 5.5 illustrates the result of this treatment for pions passing
the common selection in three momentum ranges. Note that high momentum pion tracks illuminate
only the inner part of the MUV3. For reconstructed track momenta spanning (10 to 15) GeV/c, the
largest PMUV 3 hit(r⃗MUV 3) probabilities are obtained for trajectories extrapolated to the centers of
outer MUV3 tiles, while at higher momenta the maxima migrate to tile corners. This effects is due
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Figure 5.4: Left: difference between the time of MUV3 hits from outer tiles and the trigger time for
events captured with the “Control” trigger stream in 2018. Right: average hit rate in MHz for outer
MUV3 tiles as measured from hits satisfying |tMUV 3 − ttrigger| ∈ [20, 30] ns on the same data sample.
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Figure 5.5: The probability for a pion track to have an in-time MUV3 association due to accidental
activity in the detector as a function of extrapolated track position at MUV3 plane. Figures obtained
separately for three reconstructed track momentum ranges: (10 to 15) GeV/c (top), (25 to 30) GeV/c
(middle) and (35 to 40) GeV/c (bottom). The partial illumination of the detector is due to using only
pion tracks from vertices passing the common selection. On each figure, the outlines of outer MUV3
tiles are marked by black lines.
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Selection Particle(s)
for misID Event weight

Signal All undecayed π±
∏

i∈π±

(
P i

π→µ

1 − P i
π→µ

)

Normalisation π+ 2 × P +
π→µ

1 − P +
π→µ

Normalisation π− P −
π→µ

1 − P −
π→µ

Normalisation π+, π− 2 × P +
π→µ × P −

π→µ

(1 − P +
π→µ) × (1 − P −

π→µ)

Table 5.4: Weights assigned to K3π events with forced misID of pions as muons depending on the
selection, number and charge of tracks matched to simulated undecayed pions. The denominators
correct for application of pion PID criteria prior to forced misidentification as muons.

to the change in the association search radius, which is inversely proportional to track momentum.
Overall, as evident from Figures 5.3 and 5.5, the probability of misidentifying a pion as a muon due
to accidental activity in MUV3 lies in the few h range.

The K3π samples subject to the forced misID mechanism are treated differently to standard sam-
ples. The common selection is applied without enforcing the “MO2” condition from the L0 trigger
emulator. Tracks identified as muons are processed according to standard procedure. For the remain-
ing tracks, the pion PID criteria must be satisfied and a match to the trajectory of a “true” simulated
pion that did not decay is required. Individual Pπ→µ(ptrack, r⃗MUV 3) values are then computed for
the particles required to satisfy the signal or normalisation condition and the weight of the event is
calculated as defined in Table 5.4, with the denominators correcting for the application of pion PID re-
quirements. For the normalisation selection, if two undecayed positive pions are found in an event, the
one to be misidentified is chosen at random with no further requirements imposed on the other track.
If an event satisfies the PID conditions of a selection without the need for misID, it is rejected to avoid
double-counting. The candidate vertices are then subject to the remainder of the respective selections.

The accuracy of the forced misID procedure can be verified with two methods. The first checks
for consistency with respect to full MC simulation by calculating the probability of a track from a
K3π event passing the common selection and produced by an undecayed pion according to “true”
information to receive a muon PID verdict. In the analysis momentum range of (10 to 45) GeV/c the
probability measured on full MC yields (2.5 to 4.5)h, consistent with the quantified summed effects
of LKr “punch-through” and MUV3 accidental activity. The agreement with respect to real data can
be judged by investigating the sideband of the final kinematic variable of the normalisation selection,
see the result in Section 5.7.1.

5.5.1.2 K3π with at least two in-flight pion decays

The K3π events with two and three in-flight pion decays upstream of the MUV3 are modelled by the
usage of “Fast Capped2” and “Fast Capped3” MC samples. In the former case, the single-lifetime
probabilities as defined in Equation 5.3.3, pi are combined to provide an event weight such that

w(K3πFC2) = p1p2(1 − p3) + p1(1 − p2)p3 + (1 − p1)p2p3 + p1p2p3. (5.5.6)
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The mean weight of “Fast Capped2” event is 2.5 × 10−2. The first three terms in the above equation
correspond to two “capped” pions, while the fourth represents all particles being forced to decay.
Consequently, the “Fast Capped3” event weight is computed as

w(K3πFC3) = p1p2p3, (5.5.7)

yielding the mean value of 8.0 × 10−4.

Combination of the samples in the same analysis is enabled by the decision of the cappping algo-
rithm being saved on a single particle basis. While processing the “Fast Capped2” sample, events with
three forced pion decays are counted for the acceptance denominator and then rejected. The “Fast
Capped2” and “Fast Capped3” samples, with the three in-flight pion decay events removed from the
former, are referred to as “K3π FC 2 Dec” and “K3π FC 3 Dec” in the following sections, respectively.

To account for the lack of calorimetric information in the Fast simualtion mode, muons originating
from pion decays upstream of the LKr are assumed to pass the ELKr/ptrack PID cut. For pions
reaching the LKr, the emualted energy deposits obtained from the LKrPionEnergyEmulator tool are
used to enforce the relevant condition.

5.5.2 K+ → π+π−µ+νµ decays

The presence of a neutrino in the K+ → π+π−µ+νµ (Kµ4) decay final state yields similar kinematics
to the signal channel. The process hence acts as a background source in the event of misidentification
or in-flight decay of the two pions. The Kµ4 decay is expected be to a subdominant background, since
the ratio of the Kµ4 to K3π branching ratios is an order of magnitude smaller than the probability of
in-flight pion decay. Hence, only a “Fast Capped1” MC sample, with at least one in-fligh pion decay,
is used to model the potential impact of this process. The weight of an event is defined as

w(Kµ4FC1) = p1 + p2 − p1p2, (5.5.8)

where pi is the probability computed through Equation 5.3.3 for charged pion i. The average weight
for a Kµ4 “Fast Capped1” event is 0.17. The particle identification criteria using the ELKr/pST RAW

quantity for this sample are handled in the same manner as for the K3π “Fast Capped” samples.

5.5.3 Kπµµ, K+ → π+π−e+νe and K+ → e+νeµ
+µ− decays

The Kπµµ process is expected to provide a significant contribution to the background contamination,
as a decay of the pion results in a final state identical to Kµνµµ. The small branching ratio of Kπµµ

allows to utilise the standard MC simulation mode, achieving good statistical power and a complete
simulation. Both aspects are also critical in providing a reliable estimate of the normalisation mode
acceptance, key to the Bµνµµ measurement.

Both the K+ → π+π−e+νe (Ke4) and K+ → e+νeµ+µ− (Keνµµ) decays are expected to yield
small background contributions to the signal channel, given the low probabilities of misidentifying
a positron as a muon. The two processes should have different kinematic signatures to Kµνµµ due
to the significant mass difference of positrons and muons, lowering the expected impact of a non-
reconstructed positron track being replaced by an in-time muon or pion. The Ke4 and Keνµµ decays
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can mimic the normalisation channel signature if the positron receives a positive pion PID verdict.
The impact of Ke4 and Keνµµ processes is estimated using the standard simulation mode.

5.6 Signal selection optimisation

The signal selection described in Sections 5.4.1 and 5.4.4 offers two opportunities for the reduction of
backgrounds based on the kinematic and geometric properties of the signal and background modes.
The former utilises the transverse momentum, pT , and momentum deficit, ∆p (defined in Equa-
tion 5.4.8). The latter relies on in-flight pion decays potentially causing the track trajectory upstream
of the Spectrometer not being consistent with the original pion direction, leading to poorer geometric
consistency between the tracks. Both of these approaches allow to optimise the selection to minimise
the uncertainty on the measured branching ratio or maximise signal sensitivity by repeating the entire
analysis procedure for each hypothesis in the considered range of selection requirements.

5.6.1 Vertex kinematics

The kinematic quantities pT and ∆p are an indirect representations of the momentum magnitude and
direction of the signal mode neutrino. The two-dimensional spectra of these variables obtained prior to
the M2

Miss(Kµνµµ) cut for real data and three simulated samples: Kµνµµ and K3π with two and three
forced in-flight pion decays, are presented in Figure 5.6. The distribution obtained for the signal MC
sample motivated the choice of the upper limits of the allowed ranges for both quantities, as defined
in Equation 5.4.9. An upper limit on the pT quantity is necessary in view of the presence of data
events above the value, most likely due to misreconstructed K3π events with pion decays. The spectra
of Figure 5.6 show the discriminating power of cuts on those two variables, given the significantly
different shapes of the signal mode and K3π decays, which are expected to be the most significant
background contributions. To exercise the discriminating capability of the pT and ∆p variables, a
two-dimensional scan is performed with the kinematic cuts

pT ∈ [pmin
T , 140] MeV/c and ∆p ∈ [∆pmin, 40] GeV/c, (5.6.1)

where the minima span the values

pmin
T ∈ [0, 90] MeV/c and ∆pmin ∈ [0, 15] GeV/c, (5.6.2)

in steps of 5 MeV/c and 1 GeV/c respectively. The study was performed prior to the optimisation
described in the next section, i.e. with a cut of χ2(4TV ) < 15. A computation of key parameters
described in Section 5.1.1 is performed for each pair of values by applying the full analysis procedure
to both real and simulated data. The resultant dependence of the observed background fraction, i.e.
the ratio of numbers of expected background contamination to the data events in the Kµνµµ selection
signal region (NBkgd/Ndata), respectively, is shown in Figure 5.7. In the bottom left corner of the
plot, covering values pmin

T < 30 MeV/c and ∆pmin < 2 GeV/c, the signal region is clearly dominated
by background. The top extremities of Figure 5.7 show the possibility of nearly background-free se-
lection, where NBkgd/NData < 5%.

To obtain a better metric representing the discriminating power of the pT and ∆p cuts, one can
utilise signal significance, (NData − NBkgd)/

√
NData, i.e. the ratio of background-subtracted data

events to the square root of the total population of the signal region. In the case of a purely signal-
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Figure 5.6: Spectra of pT and ∆p variables obtained during signal selection prior to the final mass
cut. From top left to bottom right: data sample and three samples of simulated events: Kµνµµ, K3π

with two forced in-flight pion decays and K3π with three such decays.
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Figure 5.7: Observed background fraction, i.e. the ratio of the numbers of background contamination
events and observed data events under the full signal selection, as a function of the minima of allowed
pT and ∆p values.
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Figure 5.8: Observed signal significance, i.e. (NData − NBkgd)/
√

NData, (top) and total error on the
measured Bµνµµ value (bottom) as a function of the minimum required pT and ∆p for a candidate ver-
tex under the signal selection. The total error includes complete treatment of statistical and external
uncertainties, with those of systematic origin limited to the contributions of Sections 5.1.2 and 5.7.2.

statistics-limited measurement, the maximum of the quantity corresponds to the minimum of the final
uncertainty. The obtained dependence of signal significance is depicted in the top panel of Figure 5.8.
The observed dependence as a function of pmin

T and ∆pmin shows the presence of a broad local max-
imum for low transverse momenta and a momentum deficit of ∆pmin ≈ 4 GeV/c. The bottom left
corner of the spectrum, corresponding to a background-dominated region, underlines the importance
of background rejection.

The full treatment of uncertainties, as defined in Section 5.1.2, including the systematic effect
of 5% uncertainty on NBkgd due to the method of background modelling, covered in Section 5.7.2,
allows for investigating the dependence of the total observed error on the Bµνµµ measurement on
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Figure 5.9: Spectrum of χ2(4TV ) values for data and MC samples under the full signal selection
including the final mass cut, with a looser χ2(4TV ) < 40 cut. The Kµνµµ sample was scaled using
the theoretically predicted branching ratio of 1.35 × 10−8. The plot includes the ratio of data to sum
of expected MC events, presented in the bottom panel, together with a one parameter fit.

pmin
T and ∆pmin. The result is shown in the bottom panel of Figure 5.8. As was the case for signal

significance, the observed uncertainty is significant in the background-dominated region. The similar
features observed for the two quantities suggests that the dominant source of uncertainty on the
Bµνµµ measurement is due to signal statistics. A broad local minimum of the total expected error on
Bµνµµ is found to coincide with the signal significance maximum. This defines the choice of minimum
required values of transverse momentum and momentum deficit cuts in the signal selection as

pmin
T = 0 MeV/c and ∆pmin = 4.0 GeV/c. (5.6.3)

5.6.2 Vertex geometry

The quality of the geometric compatibility of the three muon-identified downstream tracks and a kaon
track is defined by the χ2(4TV ) quantity originating from the vertex-fitting algorithm specified in
Section 5.2.2. In background events including in-flight pion decay(s) upstream of the second STRAW
chamber giving a non-collinear muon, the original pion direction is misreconstructed. Such events are
expected to yield large χ2(4TV ) values, allowing for further optimisation of the selection procedure.

The spectrum of this variable for data and MC samples under full signal selection with the relaxed
cut of χ2(4TV ) < 40 is presented in Figure 5.9. The figure includes a plot of the ratio of data events
to sum of scaled contributions from MC samples fitted with a constant. The fit result is consistent
with unity only at the 2.5σ level, mostly due to the use of the theoretically predicted rather than mea-
sured Bµνµµ value. While quantitative validation of the agreement between real and simulated data
spectra is statistically limited, the top panel of Figure 5.9 implies a good qualitative description of
the contributing processes. The simulated Kµνµµ events generate a χ2(4TV ) profile with a prominent
peak at low values and a subsequent decay, consistent with accurate reconstruction of the trajectories
of the incoming kaon and daughter particle momenta. The majority of considered background modes,
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Figure 5.10: Observed signal significance, (NData − NBkgd)/
√
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of the χ2(4TV ) cut applied both in normalisation and signal selections.

in particular the dominant K3π process with 3 in-flight pion decays, exhibit effectively flat χ2(4TV )
spectra, underlining the discriminating power of the shown variable.

Contrary to the cut on kinematic properties of the vertex described in the previous section, the
χ2(4TV ) requirement is present in both the normalisation and signal selection. To avoid the systematic
impact of different cut values on the quantity for the two selections, the full analysis procedure is
followed with the maximum allowed χ2(4TV ) value spanning

χ2(4TV )max ∈ [5, 40], (5.6.4)

in units of 1. The upper limit on the variable is defined by the 2MU3TV data filter, while the lower
was chosen considering the statistically-limited nature of the Bµνµµ measurement. For each cut hy-
pothesis, the signal significance, (NData − NBkgd)/

√
NData is computed, with the result displayed in

Figure 5.10. The shown dependence has a clear maximum for χ2(4TV )max = 14, corresponding to a
region in Figure 5.9 where the single-bin contribution from the Kµνµµ decay roughly equals the sum of
all background modes. A stricter cut, while further suppressing backgrounds, leads to a reduction in
signal acceptance, decreasing the signal significance. A more lenient approach yields a larger fractional
increase in the acceptance of background modes as compared to the Kµνµµ decay.

The uncertainty in the Bµνµµ measurement was also computed for each χ2(4TV )max hypothesis.
The dependence of the statistical, systematic and external sources of uncertainty as described in
Section 5.1.2, with the inclusion of the background-modelling effect of Section 5.7.2, on χ2(4TV )max

is shown in Figure 5.11. The statistical uncertainty, in red, decreases with a rise in the maximum
allowed χ2(4TV ) and then nearly plateaus, as expected from the variable spectrum for the simulated
Kµνµµ events of Figure 5.9. The external uncertainty follows an opposite trend, with the increase
expected given its dependence on background contamination. The systematic uncertainty has a local
minimum, arising from competing effects of the normalisation selection (Nπµµ

Cand and ANorm
πµµ ) and the
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Figure 5.11: Statistical (scaled by 1/3 for presentation purposes), systematic and external uncer-
tainties on the measured Bµνµµ as a function of the χ2(4TV ) cut value. The included uncertainty
sources comprise those covered in Section 5.1.2 and systematic effect due to background modelling of
Section 5.7.2.

background modelling uncertainty, proportional to the total number of expected background events.
The latter phenomenon dominates the large χ2(4TV )max regime, leading to an approximately linear
dependence. The consideration of signal significance and the expected uncertainty on the Bµνµµ

measurement motivated the
χ2(4TV ) < 14 (5.6.5)

condition for both signal and normalisation selections.

5.7 Results

5.7.1 NK measurement

The total number of K+ decays in the FV, NK , for the considered data sample is measured using the
Kπµµ decay. The final kinematic variable used to select normalisation events is the invariant mass of
three Spectrometer tracks under mass hypotheses corresponding to π+, µ+ and µ− particle identifi-
cation verdict, Mπµµ. The signal region of the normalisation selection is defined in Equation 5.4.7.
The spectrum of Mπµµ obtained for data and MC samples is shown in Figure 5.12.

The studied Mπµµ range extends beyond the charged kaon mass, to allow for a verification of
the background modelling methods in the normalisation channel. In particular, the region (405 to
460) MeV/c dominated by K3π and Kµ4 events and well populated for data, suggests a precision of
∼2.9% based on the one parameter fit to the ratio of data to sum of MC events shown in the bottom
panel of Figure 5.12. In the fitted Mπµµ range, the K3π events with less than two pion decays in flight
subject to the forced misID procedure (shown in yellow in Figure 5.12) account for ∼13.5% of the
total data count. Together with the observed Data/MC ratio, this values validates the forced misID
procedure as described in Section 5.5.1.1 as accurate to a factor of <2. Low data statistics for Mπµµ
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Figure 5.12: Final Mπµµ spectrum obtained for events passing the normalisation selection with the
exclusion of the final mass cut. The ratio of data to summed MC contributions per bin is included
in the bottom panel, with a one parameter fit in the region dominated by K3π events spanning
Mπµµ ∈ [405, 460] MeV/c. The arrows indicate the signal region.

values above the signal region limit the possibility of verification of the accuracy of the model in that
regime. Four data events are observed in the region (502 to 550) MeV/c, with the contributions from
considered MC samples yielding 9.3 ± 2.3.

The expected background contributions to the normalisation signal region are shown in Table 5.5,
with the number of data events passing the full normalisation selection being

Nπµµ
Cand = 20981. (5.7.1)

The total background contribution of 4.2 ± 2.3 is negligible compared to the uncertainty arising from
signal statistics. The number of data events observed in the signal region is hence taken as the number
of observed Kπµµ decays.

The Kπµµ mode acceptance under the full normalisation selection is obtained from a MC sample
yielding

ANorm
πµµ = (6.466 ± 0.008) × 10−2. (5.7.2)

The total number of K+ decays in the FV for the considered data sample is calculated from
Equation 5.1.4 as

NK = (3.546 ± 0.024Stat ± 0.031Ext) × 1012, (5.7.3)

with the statistical uncertainty due to Nπµµ
Cand and ANorm

πµµ , and the external propagated from Bπµµ.
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Sample Contribution Acceptance

K+ → µ+νµ+µ− 0.30 ± 0.03Stat 6.2 × 10−6

K+ → e+νµ+µ− 0.48 ± 0.09Stat 7.9 × 10−6

Kµ4 FC 1 0.01 ± 0.01Stat 7.2 × 10−10

Ke4 3.2 ± 2.3Stat 2.1 × 10−8

K3π - -

K3π FC 2 Dec - -

K3π FC 3 Dec 0.17 ± 0.09Stat 8.7 × 10−13

K3π Near Fast Capped - -

Total 4.3 ± 2.3Stat -

Table 5.5: Scaled contributions to the normalisation selection signal region and acceptances for the
considered MC samples.

5.7.2 Number of signal candidates and total background contamination

The final kinematic variable used to select signal events is the squared missing mass of the three muon-
identified Spectrometer tracks with respect to the kaon track as measured by the GTK, M2

Miss(Kµνµµ).
The signal region is defined in Equation 5.4.11. The M2

Miss(Kµνµµ) spectra obtained for data and
MC samples are presented in Figure 5.13. The investigated M2

Miss(Kµνµµ) range extends beyond the
region occupied by the Kµνµµ decay, to allow for validation of the background modelling procedure.
The processes involving multiple in-fight pion decays, i.e. K3π and Kµ4, provide broad distributions
populating mostly M2

Miss(Kµνµµ) values above the signal region, where the position of the maxima and
shapes of the tails extending into the signal region heavily depend on the selected vertex kinematics,
discussed in Section 5.6. In contrast, the Kπµµ feature is a narrow peak centered on M2

Miss(Kµνµµ)= 0.
The contribution of upstream K3π events with at least two in-flight pion decays is multiple orders
of magnitude below that of K3π decays in the FV, as expected from the minimum required Zvtx value.

Table 5.6 shows the integral of data events and summed MC contributions in two regions to ei-
ther side of the signal peak, where the latter is calculated by summing the scaled contributions of
all background modes and that of the simulated signal using the theoretically predicated branching
ration of Equation 2.4.15. The regions are well separated from the analysis signal region to ensure
small contamination of Kµνµµ events, so the compatibility between real and simulated data can be
verified for a majority of the background channels.

M2
Miss range [103 MeV2] Data MC sum

[−10, −2] 39 37.5 ± 3.6

[2, 20] 191448 182052 ± 155

Table 5.6: Integrals of data events and summed MC contributions in M2
Miss(Kµνµµ) regions to both

sides of the Kµνµµ signal peak. The summed MC contributions include all background modes and
the simulated signal scaled by the predicted SM branching ratio. The uncertainty quoted on the MC
value is the sum in quadrature of scaled statistical contributions for individual samples.
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Figure 5.13: Final M2
Miss spectrum obtained for events passing the signal selection with the ex-

clusion of the final mass cut. The ratio of data to summed MC contributions per bin is included
in the bottom panel, with a one parameter fit in the region dominated by K3π events spanning
M2

Miss(Kµνµµ)∈ [2, 20] × 103 MeV2/c2. The Kµνµµ sample was scaled using the theoretically pre-
dicted branching ratio of 1.35 × 10−8. The arrows indicate the signal region.

Integrated values are used in Table 5.6 due to low statistics in the lower M2
Miss(Kµνµµ) regime,

where the integral counts for data and MC are in agreement. The region dominated by the K3π and
Kµ4 decays, spanning M2

Miss ∈ [2, 20] × 103 MeV2, shows a discrepancy of ∼5% of unknown origin.
This difference can also be seen in the one parameter fit to the Data/MC ratio of the bottom panel
of Figure 5.13, covering the same range of values. These two arguments motivated the introduction
of a systematic uncertainty due to background modelling of the size

σSyst
NBkgd

= 0.05 × NBkgd, (5.7.4)

under the assumption of similar composition of events due to background modes in the fitted
M2

Miss(Kµνµµ) range and the signal region. This conservative approach consequently applies to
the contribution from Kπµµ decays, which is not present in the investigated M2

Miss regions. Since the
uncertainty in the Kπµµ background is evaluated by applying the signal and normalisation selections
on the same MC sample, leading to an expected partial cancellation of systematic effects, it is likely
overestimated. An alternative method for estimating the systematic uncertainty in the Kπµµ contri-
bution remains to be investigated.

The expected background contributions to the signal region of the Kµνµµ selection for all the
considered processes are shown in Table 5.7. The three dominant background modes are K3π events
with three in-flight pion decays, the Kπµµ decays and K3π events with two in-flight pion decays.
The small acceptances of the different types of K3π processes motivate the use of the “Fast Capped”
simulation mode and the forced misID approach. The scaled statistical uncertainties in contributions
from the investigated processes, determined by the sizes of the employed MC samples and the event
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Sample Contribution Acceptance

K+ → π+µ+µ− 65.2 ± 1.5Stat ± 3.3Syst 2.01 × 10−4

K+ → e+νµ+µ− - -

Kµ4 FC 1 0.527 ± 0.085Stat ± 0.036Syst 3.30 × 10−8

Ke4 1.6 ± 1.6Stat ± 0.2Syst 1.07 × 10−8

K3π 0.088 ± 0.026Stat ± 0.005Syst 4.44 × 10−13

K3π FC 2 Dec 11.7 ± 2.1Stat ± 0.6Syst 5.93 × 10−11

K3π FC 3 Dec 87.8 ± 1.8Stat ± 4.5Syst 4.43 × 10−10

K3π Near Fast Capped 0.63 ± 0.63Stat ± 0.03Syst 3.21 × 10−12

Total 168.0 ± 3.6Stat ± 8.4Syst -

Table 5.7: Scaled contributions to the Kµνµµ selection signal region and acceptances from MC samples.
The systematic uncertainty in each value originates from the 5% uncertainty of background modelling.

weights, are all of order 1 or below. The systematic uncertainty due to background modelling for the
two most prominent background modes exceeds the statistical effect, underlining the appropriate sizes
of the utilised MC samples. The total background contamination of the Kµνµµ signal region yields

NBkgd = 168.0 ± 3.6Stat ± 8.4Syst ± 0.4Ext, (5.7.5)

where the external uncertainty originates from those on the branching ratios of the considered pro-
cesses.

The number of data events passing the full signal selection is

NData = 1832. (5.7.6)

The relative background contamination is hence 9.2%.

5.7.3 B(K+ → µ+νµµ+µ−) with complete statistical and external uncertainty

The acceptance of the Kµνµµ decay under the full signal selection is computed from the simulated
data sample as

Aµνµµ = (3.590 ± 0.005) × 10−2. (5.7.7)

Using the results presented in this section and Equation 5.1.2, one arrives at the K+ → µ+νµµ+µ−

branching ratio measurement of

B(K+ → µ+νµ+µ−) = (1.307 ± 0.034Stat ± 0.012Syst ± 0.012Ext) × 10−8, (5.7.8)

where the statistical uncertainty is due to the NCand and Aµνµµ and the external due to the uncertainty
on the branching ratios of all other investigated K+ decay modes (dominated by Bπµµ). The sources
of systematic uncertainty included in Equation 5.7.8 comprise the acceptance and data statistics of the
normalisation mode, and the total uncertainty on the background contamination in the signal region.
The impact of further systematic effects is discussed in the following section, with the complete result
presented in Section 5.9.

91



5.8 Systematic effects

The propagation of uncertainties due to systematic effects arising from data and MC statistics in the
normalisation channel as well as the expected background contribution is covered in Section 5.1.2. This
section describes the method for quantification of systematic uncertainties due to the trigger system,
modelling of the instantaneous beam intensity and the geometric compatibility between upstream
(GTK) and downstream (STRAW) spectrometer tracks. All three effects are estimated from the
changes in the final measured Bµνµµ value and are assumed to be uncorrelated with each other and
the remainder of the considered sources of uncertainty.

5.8.1 Trigger emulation

The default approach to quantifying the impact of trigger effects on the analysis would involve mea-
surements of the efficiencies of individual algorithms as a function of instantaneous beam intensity
and event kinematics for real and simulated data, and estimating the impact of a potential difference.
Such a method requires the presence of a minimum bias data sample large enough to contain a statisti-
cally significant number of events passing the full signal and normalisation selections. Considering the
average ratio of downscaling factors for the minimum bias and di-muon multi-track triggers of ∼100
for Run1 NA62 data, a ∼5% selection acceptance and a branching ratio of O(10−8), the expected
yield of such events would be O(101). Hence, the default method was deemed inappropriate for the
Kµνµµ analysis, instead exercising the similar experimental signatures of the signal and normalisation
modes and a common data set used for selection of Kπµµ and Kµνµµ events.

The trigger emulator decisions for simulated data both at L0 and HLT are neglected, with the
remainder of the selection unaltered. The key numerical outputs of the analysis in this scenario, to-
gether with the standard results outlined in the previous section, are shown in Table 5.8. The change
in the measured total number of K+ decays in the FV is caused by the increase of ANorm

πµµ . The total
background estimation for the Kµνµµ signal window does not change, with a marginal fluctuation
in background composition. The fractional increase in the signal mode acceptance when excluding
trigger emulation is 11.1%, while for the normalisation selection acceptance one obtains a difference
of 11.3%.

Quantity Standard treatment No trigger emulators for MC

ANorm
πµµ × 102 6.466 ± 0.008 7.196 ± 0.008

NK × 10−12 3.546 ± 0.039Tot 3.187 ± 0.036Tot

Aµνµµ × 102 3.590 ± 0.005 3.987 ± 0.006

NBkgd(K3π FC 3 Dec) 87.8 ± 1.8Stat 88.2 ± 1.8Stat

NBkgd(Kπµµ) 65.2 ± 1.5Stat 64.1 ± 1.4Stat

NBkgd 168 ± 9Tot 168 ± 9Tot

Bµνµµ × 108 1.307 ± 0.038Tot 1.310 ± 0.038Tot

Table 5.8: Key analysis quantities resultant from the full Kπµµ and Kµνµµ selections for standard
treatment and with the exclusion of trigger emulation for all simulated data. The number of signal
and normalisation candidate events in data does not change, hence these figures are not included.
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The resultant fractional change to the measured Bµνµµ is

|BStandard
µνµµ − BNo T rig Emul

µνµµ |
BStandard

µνµµ

= 0.003
1.307 ≈ 2.3 × 10−3 =

σSyst
T rigger(Bµνµµ)

Bµνµµ
, (5.8.1)

taken as the systematic uncertainty due to different behaviour of the signal and normalisation events
under the emulated trigger conditions.

5.8.2 Instantaneous beam intensity modelling

The instantaneous beam intensity is expected to impact the accuracy of signal and normalisation
events selections due to multiple different phenomena. The association of accidental signal in the LKr
or the MUV3 detectors can lead to changes in the particle identification verdict for a downstream
track. The increased number of GTK candidates due to higher beam intensities increases the proba-
bility of selecting either a track of a kaon not responsible for the observed decay, or a pion or proton
track. Analogously, an increased number of downstream tracks boosts the probability of selecting a
halo particle or a decay product of a different K+ as part of the three-track vertex. A larger number
of downstream tracks also leads to an increased probability of rejecting an event due to the common
selection requirement of component tracks of the selected vertex not being a part of another in-time
three-track vertex. The daughter particle identification effect is expected to contribute to both sig-
nal and normalisation modes. The upstream track selection should preferentially impact the Kµνµµ

selection, due to open kinematics of the final state allowing for a wider range of kaon momenta and
directions as compared to the Kπµµ process. The effect of inclusion of a halo particle track in the
three track vertex is expected to be more prominent for the signal selection, due to the halo consisting
mostly of muons and the open kinematics of the Kµνµµ final state.

The instantaneous beam intensity, IGT K is calculated per event from the average number of hits
per GTK station as observed in the time interval (−25 to 25) ns with the exclusion of a 5 ns central
gap around the trigger time. For simulated data, the per-event value is sampled at random from a
distribution obtained from real data contained in a single run, designated as representative for Run1
conditions. In principle, the underlying IGT K distribution could reflect all data collected in the anal-
ysed period, with the current central treatment within na62fw motivated by a small expected effect.

The IGT K spectra for data and simulated events passing the full normalisation and signal selec-
tions are shown in Figure 5.14. The spectra observed for events passing the full Kπµµ selection suggest
the presence a systematic effect, with the simulated data containing a higher fraction of low intensity
events. The effect is evident from the different population for real and simulated events to either side
of the maximum shown in the top panel of Figure 5.14 and the resultant ratio of data to summed MC
contributions. The limited statistical power of the signal channel data sample, as reflected in the size
of error bars in the Data/MC ratio included in the bottom panel of Figure 5.14, precludes a conclusive
judgment on the modelling of the beam intensity under the Kµνµµ selection.

The standard approach to correcting for the discrepancy in intensity profiles of real and simulated
data would involve a reweighing of the latter based on the relative population of intensity bins. While
providing a numerically reliable result, the procedure involves the computational expense of fully
reprocessing the simulated data samples. This together with the limited statistical power of the signal
event sample motivated a simplified approach, where the simulated data is split into two ranges of
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Figure 5.14: Spectra of mean instantaneous beam intensity calculated from GTK hit multiplicity for
data and simulated events passing the full signal and normalisation selections. The bottom panel of
each plot contains the Data/MC ratio with a constant fit. The Kµνµµ sample was scaled using the
theoretically predicted branching ratio of 1.35 × 10−8.
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Quantity IGT K ≤ 400 MHz IGT K > 400 MHz Standard

ANorm
πµµ × 102 6.993 ± 0.011 5.777 ± 0.011 6.466 ± 0.008

NK × 10−12 3.279 ± 0.037Tot 3.969 ± 0.045Tot 3.546 ± 0.039Tot

Aµνµµ × 102 3.950 ± 0.008 3.170 ± 0.007 3.590 ± 0.005

NBkgd(K3π FC 3 Dec) 80.6 ± 2.3Stat 98.9 ± 2.9Stat 87.8 ± 1.8Stat

NBkgd(Kπµµ) 66.7 ± 1.9Stat 63.0 ± 2.3Stat 65.2 ± 1.5Stat

NBkgd 159 ± 9Tot 181 ± 11Tot 168 ± 9Tot

Bµνµµ × 108 1.291 ± 0.037Tot 1.312 ± 0.039Tot 1.307 ± 0.038Tot

Table 5.9: Key quantities resultant from the full Kπµµ and Kµνµµ selections for the full analysis
procedure, where either low or high intensity simulated data is used. The number of signal and
normalisation candidate events in data does not change, hence these figures are not included.

emulated instantaneous beam intensity, using the boundary value of

Iboundary
GT K = 400 MHz. (5.8.2)

The real data could also be split into two sub-samples but the uncorrelated uncertainties originating
from data statistics in such a case could obscure the impact of instantaneous beam intensity.

The low and high intensity MC sub-samples are then used in the full analysis procedure, together
with the complete real data sample. The key numerical outputs of the analyses involving the two MC
sub-samples and the standard treatment are presented in Table 5.9. The acceptances of the normalisa-
tion and signal modes for only low (high) intensity simulated data change by +8% (−11%) and +10%
(−12%) with respect to the standard treatment. This effect can be explained by the vertex selection
criterion under which no other downstream tracks forming in-time vertices with the selected three can
be present for the event to be accepted. While the dominant sources of background for the Kµνµµ

decay retain their hierarchy, the contributions of K3π events with three in-flight pion decays increases
(decreases) in the high (low) intensity sample by > 3σStat. These changes account for the majority
of the discrepancy in the total background level, NBkgd. The population of M2

Miss regions outside
of the Kµνµµ signal region also changes with respect to the standard treatment, see Table 5.10. The
low (high) intensity simulated data underestimates (overestimates) the number of observed events in
the low M2

Miss(Kµνµµ) region. The low intensity sample provides a more complete description in the
region dominated by K3π and Kµ4 decays, i.e. above the signal region, but still yields an integrated
deficit of 3.5%.

M2
Miss range [103 MeV2] Data IGT K ≤ 400 MHz IGT K > 400 MHz

[−10, −2] 39 26.2 ± 3.7 53.1 ± 7.1

[2, 20] 191448 184969 ± 202 182098 ± 244

Table 5.10: Integrals of data events and summed MC contributions for the low and high intensity
sub-samples in M2

Miss(Kµνµµ) regions to the sides of the Kµνµµ signal peak. The uncertainty quoted
on the MC values is the sum in quadrature of individual scaled sample contributions.
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The differences arising from using the separated low and high intensity sub-samples motivate
the introduction of a systematic uncertainty due to intensity modelling, σSyst

Intensity(Bµνµµ), as the
maximum of the difference between one sub-sample and the central result

σSyst
Intensity(Bµνµµ)

Bµνµµ
=

max(|BStandard
µνµµ − BInt

µνµµ|)
BStandard

µνµµ

= 0.016
1.307 ≈ 1.22 × 10−2. (5.8.3)

5.8.3 Vertex geometry requirement

As discussed in Section 5.6.2, the common selection requirement on the geometric consistency be-
tween one upstream and three downstream tracks combining to form a vertex candidate presents the
opportunity of background rejection. The described scan procedure also allows for a check on sta-
bility of key analysis quantities as a function of χ2(4TV ), which can serve as an indirect method of
estimating the systematic uncertainty due to the geometric compatibility between upstream (GTK)
and downstream (STRAW) spectrometer tracks. The impact of the timing cut on the GTK candidate
can be neglected, as the permitted range of tGT K − tKT AG values exceeds the relative resolution of
the two systems by factor ∼8. A number of phenomena can contribute to this systematic effect: a
discrepancy between real and simulated data in both the normalisation or signal channels and dif-
ferent behaviour of Kµνµµ signal events and the expected background under the χ2(4TV ) requirement.

To complement the statistically limited spectrum of χ2(4TV ) under the full Kµνµµ selection with
a loosened upper bound on the target quantity (see Figure 5.9), one can also investigate the agreement
between χ2(4TV ) profiles obtained from real and simulated data under the normalisation selection,
see Figure 5.15. With the normalisation channel being effectively background free, the included ratio
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Figure 5.15: Spectrum of χ2(4TV ) values for data and MC samples under the full normalisation
selection including the final mass cut, with a looser χ2(4TV ) < 40 cut. The Kµνµµ sample was scaled
using the theoretically predicted branching ratio of 1.35 × 10−8. The plot includes the ratio of data
to sum of MC events, presented in the bottom panel, together with a constant fit.
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Figure 5.16: Number of K+ decays in the FV as computed from the Kπµµ channel including the total
error as a function of the maximum allowed χ2(4TV ) value, quantifying the geometric compatibility
of the three downstream and one upstream tracks used to define a candidate vertex.

of real to simulated data events enables a verification of the accuracy of simulating the Kπµµ events.
While the constant fit yields a result consistent with unity, an overabundance of real data events can
be observed for χ2(4TV ) ≳ 10, both in the spectra and the included ratio of data to summed MC
contributions.

The observed pattern motivated the investigation of the dependence of the number of K+ decays
in the FV, NK , on the upper bound on the χ2(4TV ) quantity, with the result shown in Figure 5.16.
While the range of obtained NK values spans ±σ from the final result, a clear trend can be observed.
Between χ2(4TV ) of 10 and 20, the measured NK increases steadily. This result is purely due to a dif-
ferent dependence of Nπµµ

Cand and ANorm
πµµ on the maximum allowed χ2(4TV ) value, as the background

contamination in the normalisation channels remains < 10 for all investigated values.

To quantify the impact of the geometric compatibility requirement on the full Kµνµµ analysis
procedure, the variation in the final measured Bµνµµ was investigated, see Figure 5.17. Note that the
final result is sensitive to both discrepancies between real and simulated data, cancellations between the
signal and normalisation channels, and the expected background contribution. The final quantity was
observed to increase from ∼4% to ∼20% of the total real data count in the Kµνµµ signal region under
the χ2(4TV ) scan. The Bµνµµ values of Figure 5.17 are fully contained within one total uncertainty on
the central result (Equation 5.7.8). The fluctuations in Bµνµµ for neighbouring χ2(4TV ) bins show the
impact of limited signal statistics. A decreasing pattern can be seen for χ2(4TV ) > 14, corresponding
to the opposite behaviour of the NK dependence presented in Figure 5.16. The uncertainty on the
measured Bµνµµ due to the vertex geometry requirement including the use of GTK information,
σSyst

Geometry(Bµνµµ), is hence estimated as half of the difference between the lowest and highest values
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Figure 5.17: Measured Bµνµµ as a function of the maximum allowed χ2(4TV ) value, quantifying the
geometric compatibility of the three downstream and one upstream tracks used to define a candidate
vertex. The error bars represent the sum in quadrature of statistical, external and systematic uncer-
tainties, where the latter includes only the normalisation and background estimate statistical effects
and the uncertainty due to the method of modelling the background in the Kµνµµ channel.

observed under the vertex geometry study,

σSyst
Geometry(Bµνµµ)

Bµνµµ
= max(Bχ2(4T V ) scan

µνµµ ) − min(Bχ2(4T V ) scan
µνµµ )

2 × Bµνµµ
= 0.030

2 × 1.307 ≈ 1.15 × 10−2. (5.8.4)

5.9 B(K+ → µ+νµµ+µ−) with an error budget

The error budget for the measurement of the K+ → µ+νµµ+µ− branching ratio on Run1 NA62 data
collected with the di-muon multi-track trigger stream is presented in Table 5.11. For classification of
different sources of uncertainty and employed error propagation methods refer to Section 5.1.2. The
measured values for statistical and systematic contributions subject to the propagation are contained
in Section 5.7. The uncertainties on the branching ratios used for calculation of the number of kaon
decay in the FV and estimation of the expected background contamination in the signal channel, which
are used to quantify the external contribution, are listed in Table 5.2. The evaluation of systematic
effects due to trigger emulation, instantaneous beam intensity modelling and the vertex geometry
requirement is covered in Section 5.8. The full result using the Kπµµ decay as the normalisation
channel with 1832 Kµνµµ candidate events observed in data and an expected background contribution
of 168 ± 9 yields

B(K+ → µ+νµµ+µ−)NA62 Run1
exp = (1.307 ± 0.034Stat ± 0.025Syst ± 0.012Ext) × 10−8. (5.9.1)
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Source Absolute value [10−8] Fractional value [%]

Data statistical 0.034 2.60

MC statistical 0.002 0.15

Total statistical 0.034 2.60

NK data statistical 0.010 0.77

NK MC statistical 0.003 0.23

Background MC statistical 0.003 0.23

Background modelling 0.007 0.54

Trigger emulation 0.003 0.23

Beam intensity modelling 0.016 1.22

Vertex geometry requirement 0.015 1.15

Total systematic 0.025 1.91

Error on Bi for i ∈ MC 0.012 0.92

Total external 0.012 0.92

TOTAL 0.044 3.37

Table 5.11: The complete error budget for the Bµνµµ value measured on Run1 NA62 data. The
fractional uncertainty is calculated with respect to the central value of 1.307 × 10−8 after the absolute
values are propagated and rounded to one-hundredth of a percent. The individual absolute contribu-
tions are summed in quadrature.

5.10 Discussion

The measured K+ → µ+νµµ+µ− branching fraction of (1.307 ± 0.044Tot) × 10−8 agrees with the
most up-to-date theoretical prediction (see Equation 2.4.15) to one standard deviation, with further
quantification of the agreement impeded by no uncertainty provided for the Standard Model value [10].

The Kπµµ normalisation channel provides the largest contribution to the external uncertainty,
which is a consequence of the small background contamination in the signal channel, as outlined in
Table 5.1. The data analysed for this work is part of the sample used to provide the used Bπµµ

value [2], where the total uncertainty was dominated by data statistics, with 27 679 candidate events
observed and no usage of GTK information. The current conservative approach involves a combina-
tion of the error on the branching ratio with the uncertainty on normalisation channel data statistics
under the assumption of uncorrelated data sets, leading to an overestimation of the total uncertainty.
The precise quantification of the correlation between the data sets, while technically difficult, will
allow for an exact treatment.

The second and third largest contributions to the measurement uncertainty are due to beam inten-
sity modelling and vertex geometry requirement respectively. Both were quantified using simplified
approaches. The beam intensity modelling effect can be validated by investigating the full analysis
results using simulated data reweighed to account for the observed discrepancy. A similar method
could be applied to verify the impact of the vertex geometry requirement, with the normalisation
channel used to quantify the discrepancy between real and simulated data.
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The uncertainty due to trigger effects was estimated by neglecting the emulation for simulated
data and verifying the stability of the final result. The obtained fractional uncertainty of 0.23% differs
from the result of a significantly more involved approach of the Kπµµ analysis [2], yielding 0.19% for
the combined effect of L0 and L1 trigger efficiencies. The small discrepancy enhances the reliability
of the presented estimate, given limited data statistics in both signal and normalisation channels of
the Kµνµµ analysis.

The presented result was obtained by analysing Run1 NA62 data. The ongoing Run2 data-
collection campaign promises a significantly larger sample of Kµνµµ events, reducing the dominant
source of uncertainty. The combination of Run1 and Run2 data is not a trivial endeavour due differ-
ences in the experimental setup, a change to di-muon multi-track trigger line and variations in the
beam intensity for the latter sample.

Once all the outlined issues are addressed, the feasibility of extracting information on the form
factors relevant to the K+ → µ+νµµ+µ− decay (see Section 2.4.2) will be investigated. The Kµνµµ

data sample can also be used to conduct a search for a BSM muon-philic force carrier, as described
in Section 2.4.3. The search was not performed as part of the presented work due to time constraints
and the expected higher sensitivity in case of the inclusion of Run2 NA62 data, the feasibility of which
will be investigated.
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Chapter 6

Conclusion

The complete software package for the ANTI-0 detector developed by the author within the NA62
software framework is described, including detector simulation, algorithms for data reconstructions
and analysis-level tools for associating ANTI-0 signals with STRAW tracks and measuring the per-
formance of the system. The software enabled the verification of ANTI-0 data quality during the
commissioning period and subsequent operation from 2021 onwards, and the use of ANTI-0 informa-
tion in searches for the presence of a Dark Photon on NA62 data collected in 2021 [105] [106]. The
ANTI-0 performance in 2021, 2022 and 2023 is summarised, characterised by a long-term efficiency
of 98% and a time resolution of 600 ps.

The first observation of the rare K+ → µ+νµµ+µ− decay was achieved by analysing Run1 (2017
and 2018) NA62 data, with the number of data candidate events of 1832 and a background contami-
nation of 168 ± 9. The measured branching ratio of

B(K+ → µ+νµµ+µ−)NA62 Run1
exp = (1.307 ± 0.034Stat ± 0.025Syst ± 0.012Ext) × 10−8

agrees with the most up-to-date SM prediction [10]. The uncertainty on the measurement is dominated
by data sample size, with the two largest systematic effects arising from the modelling of instantaneous
beam intensity and the geometric compatibility between upstream (GTK) and downstream (STRAW)
spectrometer tracks. The K+ → π+µ+µ− decay was used as the normalisation channel, with the error
on B(K+ → π+µ+µ−) dominating the external uncertainty contributions. The K+ → µ+νµµ+µ−

data set will be subject to further studies on the sensitivity to kaon radiative form factors and phase
space reach into new physics models capable of addressing the (g − 2)µ anomaly [11].
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