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Abstract

ALICE is built to measure the properties of strongly intenag matter created in heavy-ion col-
lisions. In addition, taking advantage of the Igw acceptance in the central barrel, ALICE is
playing an important role in understanding pp collisionfwvninimum bias triggers at LHC ener-
gies. The work presented in this thesis is based on pp datdated by the ALICE collaboration
and early data collected at a center-of-mass energy of 7 TeV.

A procedure to calculate trigger efficiencies and an estgméthe systematic uncertainty due to
the limited acceptance of the detector are shown. A kinengatmparison between Monte Carlo
event generators, PYTHIA 6, PYTHIA 8 and PHOJET is also presge To improve the descrip-
tion of diffraction in PYTHIA, a hard diffractive componemtas added to PYTHIA 8 in 2009,
which is described. Finally a trigger with a high efficienoy picking diffractive events is used to
select a sample with an enhanced diffractive component pjprdata. These data are compared
to Monte Carlo models, and the results are summarized witgtstimate of the systematic uncer-

tainty.
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CHAPTER1

INTRODUCTION

The LHC (Large Hadron Collider) [1] is currently the world&rgest and most energetic particle
accelerator, colliding beams of protons or lead ions. ALI@H.arge lon Collider Experiment)
[2] is one of the four large experiments of the LHC. A majoritdrage faced by the ALICE collab-
oration from 2007 to 2010 was to understand the detectoresults obtained from data collected
in the first few months of running of the LHC. These studiesenealled “first physics”. The work
in this thesis focuses on the efficiencies of triggers usedke data and on diffraction, the largest

source of systematic uncertainty in the “first physics” fesim ALICE.

1.1 First LHC Physics

This section describes the quantities measured first, iryevev detector at a new energy regime.
Measurements of charged particle pseudorapidity dendNyn(dn), charged particle multiplic-
ity (dNey/dNc) and transverse momentumiNg,/d pr) spectra give us useful information to tune

Monte Carlo (MC) models. A description of MC models is presenn chapter 3.

The main purpose of the ALICE experiment, described in atratis to measure the properties of
strongly interacting matter created in heavy-ion colisoHowever, the ALICE detector is capa-
ble of making many interesting measurements (detailedam#éxt paragraph) with proton-proton
(pp) collisions as well, and a number of them were made duthegnitial pp run at luminosity

2 x 10?’cm2s1. Soft and semi-hard pp collisions at the LHC, besides sgras comparison
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data for the heavy-ion programme, also are themselves tapoALICE has several features that
make it an important contributor to pp physics at the LHCdrsign allows particle identification
(PID) over a broad range of momenta, and also allows goo#itrgeesolution for momenta from
100 MeV/c to 30 GeV/c. The low material thickness and low negrfield of ALICE allow the
study of lowpt phenomena in pp collisions at the LHC [3]. These studies tglpnderstand the
underlying event and also minimum-bias event (describesation 1.2) properties, which form

a major part of the background in searches for rare Ipigiprocesses.

The first samples of minimum-bias pp events were used to élagking detectors. These data
were used also for the determination of the charged partiskudorapidity density at various
centre-of-mass (CM) energies [4, 5, 6], multiplicity distritions [5, 6], transverse momentum
distribution and meamr dependence of multiplicity [7]. Data from the following ntbs of run-
ning of the LHC were used for calibration of PID systems anch&asure the momentum spectra
of different particle species [8], strange patrticle praituc[9] and baryon-antibaryon asymmetry
at mid-rapidity’. Lead-lead (Pb-Pb) measurements can be compared to pp nemasis of the
same observables. This helps in the identification and agparof genuine novel effects in Pb-Pb

collisions from those already present in pp collisions [10]

Figure 1.1 shows the pseudorapidity distribution of inetaand non-single diffractive (NSD)
event classes at a CM energy of 900 GeV. These measuremenideinformation on the mech-
anism of multi-particle production, and are used in tunimgtelevant MC parameters. Figure 1.2
shows the multiplicity distribution which is the frequendistribution of the number of charged
primary tracks per event for ALICE data and the MC models PYAH [11] and PHOJET [12].
D6T, ATLAS-CSC and Perugia-0 are different tunes of PYTHIAThe lower part of the figure
shows the ratio of data and MC. This figure shows that noneeofithes of PYTHIA 6 describes
data as well as PHOJET does. Tmespectrum in figure 1.3 is obtained by counting the number
of tracks in eaclpr bin and then correcting for detector and reconstructiogiefficies and trigger

bias.

IRapidity /) and pseudorapidity) are special co-ordinates used in particle physics to dmstine momentum
and angle of a particle relative to the beam axis. More infitfom on this can be found in Appendix A.

2
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1.2 Minimum Bias trigger and Efficiency

Trigger systems use a set of selection criteria defined iardaidchoose only the interesting events
from the vast number of events produced in collisions. Mummbias (MB) events are those
events selected by a trigger with the least bias, or leasttien, among other possible trigger
configurations. The definition of a MB trigger is detector degent. A MB trigger should com-
bine high efficiencies for all events, and in particular fowlmultiplicity and diffractive events,

with a good beam gas (BG)rejection.

As with any form of selection, this selection is subject toefficiency of picking events of a par-

ticular physics process. The efficiency for a trigger of aipatar process type gives the fraction
of events of that process type selected by the trigger intgpre® the total number of events of
that process type in the sample being analysed. The efficigrectrigger depends on the physics
process being studied and reflects the efficiency of the raeneland electronics in the detector.

This topic is dealt with more extensively in chapter 5.

1.3 Importance of diffraction

As trigger efficiencies are not 100%, some of the events ate la a detector with good cover-
age, most of the lost events have products travelling dowrbdam pipe with a small scattering
angle and low momentum transfer. Such events are mosthadii¥e events. Diffractive events
can be single diffractive (SD) or double diffractive (DD}lifey have activity on one or both sides
respectively. Owing to the difficulty in detecting difractievents, some experiments produce re-
sults for the NSD event class, excluding SD events from thegp$aof inelastic events. Figure 1.4
[5] shows results on average multiplicity as a function of @wvergy from the ISR (Intersecting
Storage Rings) [13] energies ( 63 GeV) to LHC start-up ersrgif (7 TeV). The experimental
results shown are from CMS (Compact Muon Solenoid) [14], @EI[5], UA5 [15], UAL [16],
PHOBOS [17], CDF (Collider Detector at Fermilab) [18] andART (The Solenoid Tracker at

10ne of the sources of background is from protons in the besendoting with some residual gas particle in the
vacuum of the beam pipe. Such interactions are called “besghigteractions.
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the Relativistic heavy ion collider) [19]. Results are meted for two different event classes -
NSD, represented by the hollow symbols and solid line; ahdhalastic events, represented by
the solid symbols and dashed lines. Due to its importancaderstanding the underlying event,

diffraction will be explained in more detail in this thesis,chapters 4 and 6.

- T T T TTTTT] T T T rrTTTT , T
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Figure 1.4:Experimental results of mean multiplicity as a function dfl@nergy for pp and pp [6].

1.4 Thesis Organisation

The thesis starts off with a description of the sub-detacioALICE. A brief mention of all de-

tectors is made, while the detectors used in the analysesied here are explained in further
detail in chapter 2. The next chapter deals with differepes/of hadronic interactions, how they
are classified and the Monte Carlo event generators used emillyses presented here - PYTHIA

6 [11] and PHOJET [12].

Chapter 4 describes the kinematics of diffractive evehtsdiffractive physics in PYTHIA 8, the
parameters used in its description, and the effect of cimgrthiese parameters on the average mul-
tiplicity. Chapter 5 discusses the calculation of triggiiceencies using different triggers and the

systematic uncertainty on multiplicity measurements. Atineate of the systematic uncertainty
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on multiplicity is provided which was used as a cross-checkHe first ALICE publications.

Finally, in chapter 6 a trigger with a high efficiency in pioki diffractive events is used to obtain
a sample of diffractive events from ALICE data. The pseudulity density, multiplicity andor
distributions of this diffractive sample are presented aochpared with MC models. Systematic

uncertainties in the comparison are discussed.

The coordinate system used in ALICE is a right-handed coaitéi system with its origin in the
center of the detector; the positixadirection points towards the Saleve; the posithvairection

(A side) points towards Bellegarde. The negatwrection is the C side of the detector.



CHAPTER?2

ALICE AT THE LHC

Founded in 1954, by 12 countries in Western Europe, CERNe European Organisation for Nu-
clear Research) stretches across the French-Swiss badeGeneva. Its current flagship project
is the LHC, the world’s largest and highest-energy partdeelerator, colliding beams of protons
or lead ions moving almost at the speed of light. CERN housssmgplex of interconnected ac-

celerators, each feeding the next in the chain until thedadtbiggest link, the LHC [1].

2.1 The LHC

The LHC project was approved in 1994 after a 10-year disongsériod. The LHC [1] is a two-
ring-superconducting-hadron accelerator and collideit buthe existing tunnel that hosted the
CERN LEP (Large Electron-Positron collider) machine [ZDhis tunnel is 26.7 km in circumfer-
ence and is about 45-170 m underground on a plane inclined%. IThe LHC is a synchrotron

that accelerates, focuses and bends two counter-rotatg@y$in separate beam-pipes.

The LHC ring is segmented intosctorg(octantg as seen in figure 2.1, each with a straight sec-
tion at its centre called an interactipoint The LHC tunnel is interrupted by four experimental
halls that house the experiments: ALICE [21] at point 2, ATR£A Toroidal Lhc ApparatuS)
[22] at point 1, CMS [23] at point 5 and LHCb (LHC beauty) [24}mint 8, shown in figure 2.1.

1The acronym CERN originally stood, in French for, Conseitdpéen pour la Recherche Nucléaire which was
a provisional council established by 11 European govertsianl952, for setting up the laboratory. The acronym
was retained even after the provisional council was digzblv
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Figure 2.1:The LHC ring with its sectors and four experiments.

ATLAS and CMS are aimed at studying new particles at highrgies, while LHCb is built to
study Charge Parity (CP) violation in b-quark systems. AEIG a dedicated heavy-ion experi-
ment intended to study strongly-interacting matter, phesesitions into the quark-gluon plasma
and its properties. ALICE has a pp physics programme as Wélé analyses described in this
thesis are on data obtained from the ALICE experiment takighn pp collisions. Two smaller
experiments called LHCf (Large Hadron Collider forward ekment) [25] and TOTEM (TOTal
Elastic and diffractive cross-section Measurement) [26hsure forward particles created during

LHC collisions. LHCf is located near the ATLAS experimentilghiTOTEM is located near the
CMS experiment.

Hydrogen atoms are stripped of their electron leaving aqurohese protons are accelerated to
50 MeV in the LINAC2 (linear accelerator), injected into tR8 (Proton Synchrotron) booster and
the SPS (Super Proton Synchrotron). They are grouped imtoras in the PS and are accelerated
to the LHC injection energy of 450 GeV in the SPS. Figure 2@hthe layout of the rings.

Two transfer tunnels, Tl 2 (2.6 km) and Tl 8 (2.5km ), link thelC to the CERN accelerator

complex and act as injectors of the beams to be collided. Duoter-rotating beams that consist

9



of a maximum of 3564 bunches of 100 billion particles aredtgd into the LHC just before points
2 and 8. 1232 dipoles, each of length 14.3 m, bend the beanesn@bnetic field provided by the
dipoles is 0.535 T at the LHC injection energy, going up tB8 &t a maximum beam energy of
7 TeV. The magnets are cooled to 1.9 K, using super-fluid hrelto make them superconducting.
Guided by these magnets, the bunches go round the LHC ringadwendred million times, pick-
ing up a small amount of energy on each lap. Radio frequenEy &Rcelerator cavities located
at point 4 accelerate the beams to reach the desired calksiergy and also compensate for the
energy loss due to synchrotron radiation. Points 3 and 7 talienators to remove particles with
a large spatial distance from their bunch, giving riseéam halgpand also for momentum clean-
ing. This ensures that particles are kept within buncheshave the same momentum. Finally,
in point 6 the beam dump system [1] safely extracts both benesigh transfer tunnels. An

extracted beam is dumped onto large blocks of granite snded by steel and concrete.

. lans Frotons . Antiprotona

AD
Sourcas & | ’@
LINAGS "N
fl J)rse SPS
Wy —
LEIR D
PS5

Figure 2.2:The various rings used in the preparation of beams for the LHC

Once the beams have picked up the intended energy for oolliliey are guided towards each

other inside the detectors where they collide. Each timé#eams intersect at the maximum de-
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sign luminosity! of 103*cm—2s~1, on average, 20 particles per bunch collide but, becausehiesn
collide every 25 ns and only a fraction of bunches are fillédgether about 800 million collisions

will take place every second.

Lead ions are produced using a source of vapourised leadeTibas are sent into LINAC3, fol-
lowed by the Low Energy lons Ring (LEIR) and then take the samée as the protons. Lead
ions collide with an energy of 2.76 TeV per nucleon resuliimg/(syn) = 5.5TeV. The design

luminosity for Pb-Pb collisions is 26cm=2s1.

2.2 ALICE

ALICE, located at Point 2 on the LHC, is a general-purposesyréan experiment designed to
study the physics of strongly interacting matter in nuclausleus and pp collisions. The ALICE
pp physics programme is the basis of this thesis. The expatinvas approved in 1997 and is
built by a collaboration of over 1000 physicists and engiageom 30 countries. The ALICE

detector is 26 m long, 16 m high and 16 m wide, and weighs 1a@@tes. It has 18 sub-detector

systems, each with their own technology choice and desigstrints.

The ALICE [21] detector, seen in figure 2.3, has two main congmts: the central barrel and
the forward muon spectrometer. The central barrel is eeddyy a large solenoid magnet reused
from the L3 experiment at LEP [20] with a field of 0.5 T. It cosgrolar angles from 450 135'.
Wrapped around the interaction point from innermost to outest are the Inner Tracking Sys-
tem (ITS), the Time Projection Chamber (TPC), the TransiiRadiation Detector (TRD), Time
of Flight (TOF), High Momentum PID (HMPID), PHOton Spectreter (PHOS) and the Electro
Magnetic CALorimeter (EMCAL).

Figure 2.4 shows thg coverage of various detectors. All detectors in the certgaitel except

HMPID, PHOS and EMCal cover the full azimuthal angle. Othnealt angle @) detectors are the

L'Luminosity is given byL = fn%, wheren is the number of bunches in each beam revolving with frequenc
f. There ardN; andN; particles in the colliding bunches, which have an overlaggirea ofA.
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Figure 2.4:Pseudorapidity coverage of the ALICE detector [27].

Zero-Degree Calorimeters (ZDC), the Photon Multiplicitgt®ctor (PMD), Forward Multiplicity

Detector (FMD), the TO and the VO detectors. The forward maion consists of a complex ar-
rangement of absorbers, a large dipole magnet (with field D)&nd fourteen planes of tracking
and triggering chambers. An array of scintillators calldat& COsmic Ray DEtector (ACORDE)

is located on top of the ALICE solenoid magnet.

The design of the detector has been based on the highesteapatue of multiplicity of charged
particles produced in a central Pb-Pb collision (8000 pétrrapidity for |n| < 0.9). This multi-
plicity dictates the granularity of the detectors and tlopitimal distance from the colliding beams.
The ITS, TPC, TRD and TOF are supported inside the solenogheteby the space-frame. The

space-frame is a cylindrical stainless steel constructionlong and 8.5 m in diameter.

The detectors used in analyses presented in this thesissegltbd in more detail in the following

sections. More information on other detectors can be foandference [2].
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2.2.1 Tracking Detectors

Tracking is the act of measuring the direction and magnitfdecharged particle’s momentum.
Charged particles entering a tracker cause a trail of idiisdy releasing a part of their energy
in the device. The finely segmented tracker then identifiegp#th of the particle. An almost ho-
mogeneous magnetic field is present in the region which metkagyed particles follow a helical
path. The direction of the charged particle determinesigsge and the curvature of its path gives

its momentum.

Track finding at the LHC (especially in heavy-ion collisippsesents a huge challenge, because
of the extremely high track density. The main tracking detecused for the first physics mea-

surements were the ITS and the TPC.

ITS

The ITS is made of six cylindrical layers of silicon detestsurrounding the beam pipe as seen
in figure 2.5. The layers are located at radii between 4 cm &uwh¥ There are two layers each
of pixel, drift and strip detectors. They surround the @in point and are used primarily to
determine the positions of primary vertices with a resolutbetter than 100m [2]. The ITS
also helps in reconstructing secondary vertices and t& ttad identify particles with momentum
above 200 MeV/c. It can be used for stand-alone tracking dotigles that do not reach the TPC
as thepy cut-off for the inner two pixel layers at nominal field is 35 M. However, absorption
limits the momentum to 50 MeV/c. The rapidity coverage oflfi®@is|n| < 0.9 [2] for all vertices
located within the length of the interaction diamond. Theilaction diamond is the region around
the interaction point with length= +5.3cm (#10) [2] along the direction of the beam and height
1 cm in the transverse direction. This diamond shaped siifathez— x plane is rotated about

thez axis by 180 to form a diamond shaped volume.

The Silicon Pixel Detector (SPD) comprises the two innerrfepgers of the ITS placed at 3.9cm
and 7.6 cm, with an acceptance|gf < 2 and|n| < 1.4 respectively. Its primary purpose is to

determine the position of the primary vertex. It is desigteedeal with the high particle density at
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Figure 2.5:Layout of the ITS detector [2].

the LHC (as many as 50cm in Pb-Pb). The interaction vertex is reconstructed usifgyination
only from the SPD. The SPD is based on hybrid silicon pixetstwo-dimensional matrix of read-
out chips. Each chip contains 8192 readout cells [2]. Chipseranged on ladders. In total there
are 240 ladders and 1200 chips giving a total &:910° pixels [2]. These channels are read out
in binary mode: a signal above a threshold implies a changjeeidigital output level. Since no
energy-loss information is recorded, the SPD does not meRarticle Identification (PID). Each
pixel cell measures 5m in ther@direction and 42%m in zgiving the SPD a spatial precision of
~ 12pm along the @-axis and 10Qum along thez-axis. The two track resolution is 1Qén along

ther@-axis and 85@m along thez-axis.

The Silicon Drift Detector (SDD), produced from a homogeamehigh-resistivity 30@um silicon
wafer, makes up the two intermediate layers of the ITS. Treogue readout through 133000
channels provides energy-loss information useful in PlBcHedrift cell measures 2@#n in the
r¢ direction and 294im in z giving the SDD a spatial precision of g along ther @-axis and
25um along thez-axis. The two track resolution is 2@@n along ther@-axis and 60@um along

the z-axis.

The outer two layers of the ITS form the Silicon Strip Detedt®SD). They consist of sensors

with silicon micro-strips on both sides. They provide a twamdnsional measurement of the track
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position and are crucial in matching tracks from the TPC arfél ISince they also provide infor-
mation on energy loss EJ/dx), they assist in PID for low-momentum particles. Each stef
measures 9fm in therg direction and 40 mm iz giving the SDD a spatial precision of pfn
along ther@-axis and 83@m along thez-axis. The two track resolution is 3@@n along ther¢-

axis and 240Qm along thez-axis.

TPC

Particle tracking continues in a large, gas-filled detectidled the TPC. The TPC is the main
tracking detector of the central barrel. Along with othental barrel detectors, it is optimised
to provide charged particle momentum measurements witll gwo-track separation, PID and

vertex determination.

The TPC, shown in figure 2.6, is cylindrical in shape and 5 nemygth. Its inner and outer radii
are 85cm and 250 cm respectively. The detector is made ofje feld cage, weighing about
8tonnes and filled with 90fof Ne, CQ and N> [2]. The voltage gradient in the TPC is
400 V/cm, with a high voltage of 100 kV at the central elec&adiz= 0. The two read-out planes
are atz = +2.5m. Following ionisation, electrons are transported frather side of the central
electrode to the end plates, where there are readout padgn@kimum drift time of electrons is
~ 90us [2], making it the detector in ALICE with the longest seiveitwindow, and thus limiting

the luminosity. Up to 16,000 tracks can be reconstructed@entified in one event.

The phase space covered by the TP@js< 0.9 for tracks reaching the outer wall of the TPC with
full radial track length andn| < 1.5 for reduced track length (no matching with other detegtors
Except for the dead zones between the readout chambersPtBedvers the full azimuth with a
pt range of about 0.1 GeV/€ pt < 100 GeV/c. Fompr > 0.5 GeV/c, the tracking efficiency of
the TPC is above 90% [2].

The TPC, SSD and the SDD provide PID via ionization measunésnelhe gas in the TPC is

ionized by charged particles travelling through it. Thebarged particles deposit energy along
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their path. The Bethe-Bloch equation relates the energypsiefo the velocity of the patrticle.
From the velocity and momentum measurements, one can detethe mass and hence, the PID
of the particle. In the TPC, the PID procedure is applied toemlonstructed tracks that have been

associated to the TPC.

2.2.2 Triggering Detectors

The trigger system uses a set of selection criteria definenldar to select and record events of
different types. It is used in high-energy physics as a méaonkoose only the interesting events
from the vast number of events produced in collisions. Ferahalysis presented in this thesis,

signals from two different detectors, VO and SPD, are usetkfme triggers.

VO

The VO detector is a forward detector. It consists of twoysraf scintillator counters, the VOA
and VOC, which are installed on either side of the interacpoint. The VOA is located 340 cm
from the vertex on the opposite side of the muon spectrometieereas the VOC is fixed to
the front face of the muon arm absorber (which absorbs pisoami hadrons from the interac-
tion vertex), 90 cm from the vertex [2]. Each disk has 32 eletagy counters arranged in four
rings and eight sectors. The pseudorapidity range of VOA8s<2n < 5.1 and that of VOC is
—3.7<n < —17[2]. The time resolution of individual counters is betteah 1 ns. In pp colli-
sions, the efficiency for the detection of at least one clthpgeticle detected in both sides is about
75% [2] when no secondary particle is taken into account,iacréases to 84% when secondaries

are included.

The VO detector has several functions. It provides minimuas triggers for the central barrel
detectors. The timing difference between the two VO disk3 \nd VOC) acts as an indicator of
the position of the interaction point. The VO also providégger background corrections in the
form of beam gas suppressioBG). The VO trigger uses the fact that particles from pp and BG

interactions arrive at the two disks of scintillators afeli€nt times. The time difference between
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Figure 2.6:Layout of the TPC detector [2].
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the hits on the two disks for a pp interaction is differentfrthe time difference between hits for

a BG interaction [28].

SPD

The SPD also acts as a triggering detector. Each pixel clmprgées a pulse whenever at least one
pixel cell receives a particle signal above a thresholdsfnoduces the “Fast-OR” digital pulse
that allows a prompt trigger at the Level O (described inisec2.3). The Global Fast-OR (GFO)
signal is the “or” of all the pixel chips, i.e., it sends a sagjif any one of the pixel chips fires. The
SPD can also be used with more complex trigger patternsumghits in both layers to identify
tracks and trigger on multiplicity. The SPD complements\W@edetector in providing minimum
bias triggers because its geometrical acceptance is irettteat rapidity region. The GFO output
is integrated over 100 ns corresponding to 4 bunch crossingg collisions. The coincidence
between the pixel trigger and the VO signal is necessaryemntify the bunch crossing that caused

the trigger.

2.3 The ALICE Trigger

The ALICE trigger [21] is designed to select events with aetgrof different features at a rate
which can be scaled down to suit physics requirements. iReésitrs imposed by the bandwidth of
the Data Acquisition (DAQ) system also determine the triggée. The hardware trigger system
in ALICE is called the Central Trigger Processor (CTP). ThEPGeceives inputs from a subset
of (triggering) detectors and issues trigger signals bylmioing these inputs by logical operators.

Data that pass the CTP trigger are read out.

In addition, the CTP takes care of downscaling (reducingr#éite of signals), pile-up (multiple

interactions) protection in different bunch crossings hody status of detectors (inability to pro-
cess an event). Trigger signals are sent to a group of realdbedtors called a “cluster”. Trigger
classes are defined in terms of the logical condition denthfatehe inputs. Each trigger class is

associated to a cluster of detectors.
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The detectors in ALICE have been chosen principally to cofib wery high multiplicities and
use a variety of different techniques. In some cases, tlotretecs associated with these detectors
requires a fast response (Lus) and therefore the first trigger must reach the readouttiatein
this time. Hence, trigger decisions are split into threelsva Level 0 (LO) signal, which reaches
detectors at 1.@s and a Level 1 (L1) signal arriving at 6 The LO signal is too fast to receive
all trigger inputs; the ones not picked up by LO are picked yd_b. The third step, the Level

2 (L2) decision, comes after the end of the drift time in theCTé& about 9§is[2]. In order to
deliver the LO signal 2ps after an interaction, the CTP must make the LO decisionimvitB0 ns

of receiving a signal. Among others, the VO and SPD signalgeaat the LO level. An event is

read out to the DAQ only after the L2 trigger.

2.4 ALICE offline and the Aliroot framework

Once an event is recorded, analyses are performed “offlifi&e ALICE offline framework is
called AlIROOT [29]. It implements Object-Oriented techues based on the ROOT framework
[30] for analyses and AliEn [31], a grid framework, to accdss computing Grid [32]. Being in
continuous development since 1998, this C++ based framkewaised for simulation, alignment,

calibration, reconstruction, visualisation and analpdiexperimental data.

AlIROOT is used to reconstruct events that took place ingidaeal detector as well as simulated
data; the main concepts and their relations are shown sdlwathain figure 2.7. In the case of
simulated events, the first step involves an event genesatdr as PYTHIA 6 [11] or PHOJET
[12]. The event generator is interfaced with AlIROOT to pnod akinematics treeontaining all
information like type, charge and momentum of the generpteticles and their decay products.
These particles are transported through the detector anceiponse of the detector to a passing
particle is simulated. When there is some energy depositi@ndetector, dit is recorded along
with the position and time of the hit. Along with this inforti@n, atrack references also stored

to follow the path of the particles. Each detector’s respdugiction and noise are taken into ac-
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Figure 2.7:Data processing framework in ALICE [2].

count and hits are stored and converteditpts. These digits are stored eswv data in a hardware

format specific to each detector.

At this stage raw data from simulation are similar to raw dataduced by interactions within the

detector. All subsequent steps of the reconstruction caegridentical for raw data from either

source.

The first step in reconstruction is a local reconstructiothimithe detectors calleclusterisation

Particles traversing a detector leave energy depositsiamalt information in more than one de-
tecting element. Signals from adjacent elements are cadldmform acluster, to determine the

exact position and time of the particle, to reduce noise dswita unfold signals from overlapping

particles.
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2.4.1 Track reconstruction

Clusters in different layers are combined to fotmacks The curvature and energy loss along the
track are used to determine the momentum and PID. Track findiALICE employs the Kalman
filter method [33]. The first step in this method is the deteraion of the initial seed for track
parameters. Track seeds are found by combining informdtamn the outer layers of the TPC,
where the track density is minimal, assuming that the trawiginate from the primary vertex.
Then the track is followed inwards towards the inner radiithe TPC. At each stage, clusters
that fit the track are added to the track. When all seeds arapotated to the inner radius of the

TPC, the ITS continues the track reconstruction towardgtheary vertex.

When more than one space-point candidate is found to prdalmntyack in the ITS, all candidates
are followed as different hypotheses towards the inner By@is. A decision is made in the end
based on the sum of the¢ along the track’s path. Following ITS tracking, the Kalmdtefiis
reversed and tracks are followed outwards, starting froenitiner ITS layers, with more precise
track parameters. Improperly assigned points are elirathand tracks are followed beyond the
TPC. Finally, the Kalman filter is reversed one last time fd teacks from outside, inwards. Sec-
ondaries are found in a similar way without imposing the ¢@ist that the tracks originate from

the primary vertex.

Global ESD tracksare produced with information from the TPC along with infation from
other detectors including the ITS when the track is withieitfacceptance. Those tracks with
only information from the TPC are calleiPC-onlytracks. The ITS on its own can also be used
to reconstruct tracks once all space-points already asdigmtracks have been removed. Tracks
that have not been seeded in the TPC can be found in this waySFD on its own can reconstruct
tracklets Tracklets are reconstructed by drawing straight linesfebcluster in each of the two
SPD layers. An event vertex is found where most of these lmessect. Then, lines that point to

the vertex are identified as tracklets.
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2.4.2 \ertex Reconstruction

A vertex is a point of collision or decay. The primary vertaxthe origin for all particles pro-
duced in a single pp interaction when the two (proton) beamtigle. Subsequently, some of the
produced particles may decay to more particles. Such aagpl structure leads to a secondary
vertex, the origin of decay tracks. Particles may also adewith the detector material, giving

rise to a secondary vertex and a set of associated tracks.

The primary vertex position is determined from the inforraatprovided by the SPD. Pairs of
reconstructed points in the two layers of the SPD, that argecin the azimuthalg) and polar 0)

angles are chosen. Their intersection determines thexvpasition. A vertex can also be found
with information from tracks in the TPC and global tracks.eTiesolution on the position of the

primary vertex depends on the charged track multiplicityhaf event.

The secondary vertex position is found by combining tratkd triginate sufficiently far away
from the primary vertex. If the calculated distance of ckisgproach (DCA) of the two opposite
sign tracks that we combine, is below some pre-determinkeet\zand the point of closest approach
is before the first measured points of either of the trackis, ihint is considered as a potential
candidate for a secondary vertex. Additional cuts are iradas the analysis phase depending on

the type of analysis being carried out.
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CHAPTER 3

HADRON INTERACTIONS AND MONTE
CARLO GENERATORS

The Standard Model [34] of particle physics is a model thaitams a description of the el-
ementary particles and their interactions. Elementaryigdas are grouped into fermions with
half-integer spin and bosons that have integer spin. Fersniake up matter while bosons are
the force carriers that mediate interactions. Elementamnions can either be quarks or leptons.
There are three generations of fermions with two quarks wodéptons in each generation. Each
of these patrticles has a corresponding anti-particle.-patticles have the same mass and spin as
their respective particles, but other properties, for egkamelectric charge and colour, are oppo-

site.

Quarks carry a colour charge and interact via the strongefofdey are held together by gluons
(the strong force carriers) to form hadronic matter such rasopms and neutrons. Gluons also
carry a colour charge and have two units of colour. They caaract independently and can
self-interact forming gluon loops. The theory of strongeiatctions is called Quantum Chromo-
dynamics (QCD) [34]. As a consequence of the gluon carryimglaur charge, QCD has the

properties of asymptotic freedom and confinement [34].

This chapter outlines some of the main features of strongrations. Based on the scale of
momentum transfer, interactions are classified as eithel tiasoft. Perturbative QCD is used

to describe hard interactions. Due to the lack of knowledgeerforming non-perturbative cal-

24



culations, phenomenological models are used to descrilbénseractions. A description of one
such phenomenological model based on Regge theory is desgtusnteractions are also classi-
fied based on the characteristics of the final states. A eeltaiscription of this classification is

provided.

The next section of this chapter describes Monte Carlo eyenérators. In particular, the most
important features of two event generators, PYTHIA 6 and PHDare discussed, with most
emphasis on the modelling of diffraction. Finally, someddmatic distributions from the two gen-

erators PYTHIA 6 and PHOJET are compared.

3.1 Strong interactions

Confinement restricts the observed strongly interactinjento colourless combinations of quarks
and gluons. Quarks are never observed unbound in normabhi@dnatter. They are either seen
as a bound state of three quarks (or anti-quarks) calledyobdpr anti-baryon) or as a bound

state of a quark and an anti-quark called a meson. Hadrongoffimand mesons) are colour sin-

glets.

The potential between two heavy quarks in a vacuum is given by
V(r>=—°‘75+kr, (3.1)

whereds is the strong coupling constant between the two qudks the string tension andis
the separation between the two quarks. The first term is thao@tic potential term and domi-
nates at smal, making the system behave similarly to the electromagrase. The second term
dominates at large. The energy binding the two quarks stretches the colous in® a tube and
increases with separatioruntil it is energetically more favourable to form a new quarkiquark

pair.

The coupling constamts depends on the momentum transfer in an interaction and isomstant,
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as shown in figure 3.1. The existence of self-interactingglioops is responsible fars decreas-
ing rather than increasing with increasing energy s€fl®r decreasing. At large Q?, as tends
to zero making the quarks’ interactions weaker. In the limit 0, quarks may behave as free or
non-interacting particles. This phenomenon is called gugtic freedom. Although the value of

O is determined from experiment, its energy dependence ca@ndokicted from QCD.
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Figure 3.1: Strong coupling constantif) as a function of energy scale Q. Open symbols indicate Nu@, a
filled symbols NNLO QCD calculations used in the respectivalgsis. The curves are the QCD predictions for the
combined world average value @§(Myo). For details see [35].

At high @2, as is significantly smaller than 1. In this region, a perturbatapproach has been
adopted to describe experimental results. However, aiQéyo; is not small enough for higher
order diagrams to have a smaller contribution than loweeoahes and one cannot use a pertur-
bative approach. In this loW®? region, the behaviour and interactions of quarks is qualéty
different and it is here that confinement is observed. Theggnecale befores approaches 1 is
the scale at which the theory becomes non-perturbatives J¢ale is given bAqcp, known as
the QCD scale and experimentally determined te4#00 MeV, which is comparable to the mass

of the pion (my).
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Hadronic processes can be classified as being either soétrdrdased on the magnitude of the
transverse momentum scale involved comparefidep. Soft processes, that dominate hadronic
scattering cross-sections, are characterised by an emseajg of the order of the hadron size

(~ 1fm~ (200MeV) 1 ~ Aqcp) [36]. The hard sector is described very well by perturbetiv
QCD (pQCD).

3.1.1 Deep Inelastic Scattering

Although quarks cannot be isolated from hadrons, they caobserved in experiments. Deep
Inelastic Scattering (DIS) is the first process in which pdike partons (quarks and gluons) were
observed inside hadrons. In DIS the structure of an indadigoton is probed by scattering elec-
trons with an energy of a few GeV. In fixed target electron tecatg data, the cross-section as a
function of the energy of the electrons after scatteringrgha large elastic scattering peak where
the proton recoils as a whole, a few subsidiary peaks duedimpexcitation to higher-mass res-
onant states and a continuum distribution of electrons lthae been scattered by the proton’s
constituent quarks. Such a spectrum is observed if theestagtis due to free, point-like, charged
particles. At energies of a few hundreds of GeV (at HERA [3%{juck quarks are not observed
as free particles due to confinement, and are observed asdjdtadrons travelling in the same
direction as the quark. Similarly in hadron-hadron cotliss, partons scatter and hadronize to

manifest themselves as ‘jets’ of hadrons travelling in t@e direction as the struck parton.

The production of high momentum hadrons can be describedhdoparton model in which a
hadron is composed of a collection of quarks and gluonsribigions of partons in particles are
characterised by Parton Distribution Functions (PDFs).D¥H;(x,Q?) gives the probability of
finding a parton with a fractionx of the momentum of the parent beam particle, when probed at
a scaleQ?. Because of confinement, p-QCD cannot be used to obtain PDesknown PDFs
are extracted from experimental data. The cross-sectioa feadron-hadron (for example pp)

scattering into two jets is given by
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dxq dxodf Z py/py (1, Q) P]/pz(XZvQZ)T (3.2)
I,]

Wherefpi/pl(xl,Qf) and fpj/pz(xz,Qg) are the PDFs of the protons 1 and 2. They give the density
of partons of type andj in the protons with fractional momenta andx,. daj; /df is the parton-
parton cross-section arids the momentum transfer between the colliding partdhis the proton
remnant after the scattering. The observed final state hadrothe two jets are a result of the
fragmentation of partons after the scattering. Fragmantdtinctions give the probability for a
parton to fragment into a particular hadron carrying a ¢erteaction () of the parton’s energy.

Fragmentation functions cannot be calculated in p-QCD améx@racted from experimental data.

3.1.2 Regge Theory

p-QCD is inadequate to describe soft processes, as a smaléntam scale makes the coupling
constantds) large enough to make the higher order terms non-negligibles making the process
intrinsically non-perturbative. Regge theory [38] is oftesed instead. The basic concept of Regge
theory is that the amplitude of the hadron-hadron scatjesrnthe sum of the contributions from
all possible exchange particles with the appropriate quamtumbers. All such particles are said

to lie on aRegge trajectorand obey the relation

J=0do+a'M3, (3.3)

whereJ andMj are the spin and mass of the exchanged partigjés theRegge intercepnda’ is
theRegge slopeln Regge theory, the angular momentum is treated as a canshcomplex vari-
ablea(t). However, resonances are only observed at physical vafusgsirg such thaik efa(t)]

is either an integer or a half-integer. An example of integadues of spin is seen in figure 3.2.
The scattering amplitude behaves as if the hadrons had egetla single fictitious particle with

an effective spild given in [39] by

J=a(t)=ap+0a't. (3.4)

28



a(t) can be extracted from experimental data for negative vadfies This smoothly joing(t)

determined from masses of resonanced) for positive values of.
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Figure 3.2:The spind versusn? plot for various mesons and resonances taken from [40].

It can be shown in Regge theory that the total cross-sectigg) for a hadron hadron collision

depends on the CM energys as

Otot O Saoil. (35)

It was predicted in [41] and observed experimentally [42ttt very high energy the total cross-
section in hadronic reactions approaches a constant vahis.implies that the Regge intercept
0o = 1. It was also observed that the reactions were dominateddigstic processes with no
guantum number flow. The Regge trajectory with interaggpt= 1 and with exchange particles
that have vacuum quantum numbers is calledRbmeranchuk trajectory [43]. The effective

summation of particles on this trajectory is known as Boeneron(?). The particles on this tra-

jectory are virtual and have the same internal quantum nusné® the vacuum. In QCD, the
Pomeron is regarded as a colourless and flavourless mudfipten state [44] or a glueball ex-

change.

INamed after Ukranian Soviet physicist Isaak Pomeranchuk.
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Another type of exchange mediator, called the Regded#5], is needed to successfully repro-
duce experimental data below the ISR [13] (introduced itiged.3) energy {/s= 63 GeV), as
seen in figure 3.3. Thus, there are two types of exchange toestiEReggeons and Pomerons.
Reggeon exchange fits data at relatively low energies, vidanlaeron exchange fits the data only
at higher energies. Reggeons couple to the valence quaaksrofon, which carry a large fraction
of the proton’s momentum. At high energies, the incomingaqame “pass by” so quickly that it is
mainly the sea quarks that interact. The Pomeron couplelsitmg (and sea quarks) which carry
a small fraction of the proton’s momentum. Already at ISRrgies, the exchange mediator was
predominantly the Pomeron. Thus, the higher the collisiwergy, the more important is the role

of the Pomeron. The sum of these two trajectories descritgetotal pp cross-section.

E + G.G.P.S. model, PRD 72, 076001 (2005)
% 140 - using GRV and MRST P.D.F. a
Sl | — G.G.P.S. model, using GRV P.D.F. DLhp/ /
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| DLhp  Donnachie-Landshoff, PLB 595 393 (2004)
120 - @ Cudell et. al.  hep-ph/0612046
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Figure 3.3:Data and model predictions for the total cross-section i pp interactions taken from [42]. The
Reggeon exchange corresponds to a power law with negatipe sind describes data at low energies, while the
Pomeron exchange leads to the power law with with positiopesbnd is needed to describe data at high energies.

3.1.3 Classification of hadron-hadron interactions

Colliding hadrons are colour singlets. As they approacthedber, they may exchange a colour

octet gluon, making each hadronic cluster a colour octebdable to separate into two separate
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systems, they need to exchange another gluon and becomelesto As they move apart, colour
lines that connect them are stretched. Given time, thiseaygjets complex and multi-particle
production occurs. In proton-proton (pp) (or more gengrhtidron-hadron) scattering, interac-
tions are classified by the characteristics of the final stateteractions can either be elastic or
inelastic. In elastic scattering{+ p> — p} + p5), both protons emerge intact and no other parti-
cles are produced. The outgoing protons change directibatiilappear in the forward region

as shown by the pink dots in figure 3.4. In figures 3.4 to 3.8 harx{axis is pseudorapidityn)
and on they-axis is¢@, the angle made by ther vector with the vertical axis, shown in figure A1
in Appendix A. Elastic scattering can be achieved via théharge of a glueball-like Pomeron.

The LHC cross-section (afs= 14 TeV) for elastic scattering is estimated to-b80 mb [46].

P1 P1

, IIIIIIIIIIIIIIIIIIIII

L
P> P2 ~10 -5 0 5 10 "

Figure 3.4:Diagram for elastic scattering aqavs n plot showing the distribution of products after the intetiaic.

The exchange of gluons can excite a hadron. This can resthleinutgoing state preserving the
internal quantum numbers of the incoming particles butmgé higher mass. This is known as
guasi-elastic scattering. Interactions where the findestanot identical to the initial state are

called inelastic.

Inelastic collisions can be diffractive or non-diffractiyND). There are several possible descrip-
tions of diffraction, allowing several alternative apptbas. The approach discussed in this thesis

is one described by Regge theory [38] in terms of the exchahgd?omeron.

Lperpendicular to the beam axis the value of pseudorapigjtis(equal to zero, increasing as the angle of the
particle relative to the beam axis decreases. The “forwdn@ction refers to the regions of a detector close to the
beam axis.
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A diffractive reaction is one in which no internal quanturmmhers (e.g. colour or charge) are
exchanged between the colliding particles. Diffractioows when the exchanged Pomeron in-
teracts with the proton to produce a system of particlegmedeto as the diffractive system (X).
In diffractive scattering, the energy transfer betweenttie interacting protons remains small,
but one or both protons dissociate into multi-particle fisi@tes with the same internal quantum

numbers of the colliding protons.

If only one of the protons dissociates then the interactso8ingle Diffractive (SD) 1 + p2 —

Py + X2 or p1+ p2 — X1+ p,). The dissociated proton forms the diffractive systeftn ¢r X»)
and is shown in figure 3.5 as a spray of blue dots (particldsg.rfon-dissociated proton is shown
as the pink dot. The LHC cross-section (& = 14 TeV) for SD on both sides is estimated to be
~ 10mb [46].

/ ¢
Pz P1

P
[ ]
X2 I|IIII|IIII|III|IIII|I
P ) 10 -5 0 5 10 |

Figure 3.5:SD diagram and a window showing a pseudorapidity gap betwedn< n < 3.5.

If both the colliding protons dissociate, then the proceddauble Diffractive (DD) p1 + p2 —
X1+ X2) as seen in figure 3.6. Two diffractive systedsand X, populate the forward regions,
leaving a central unpopulated region in pseudorapiditye THC cross-section (ays= 14 TeV)

for DD is estimated to be- 7mb [46].

A different topology is possible with two Pomerons exchahgemely Central Diffraction (CD)
(p1+ p2 — Py + X+ p,) or Double Pomeron Exchange. In this process, both the psosoe
intact and are seen in the final state (as two pink dots seegurefB.7). The LHC cross-section

for CD is estimated to be- 1 mb [46]. In addition, there are interactions where many @ams
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Figure 3.6:DD diagram and window showing a pseudorapidity gap betwe&b < n < 4.

are exchanged. Such interactions are discussed againtiors82.1. The LHC cross-section for

multi-Pomeron exchange is estimated todiel mb [46].
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Figure 3.7:CD diagram and window showing two pseudorapidity gaps betwel0 < n < —4 and 3< n < 10.

In Non-Diffractive (ND) interactions there is an exchandeaour charge and subsequently more
hadrons are produced. This is shown in figure 3.8. ND inteyastare the dominant process in
pp interactions and are expected tob88% of all interactions at the LHC with a cross-section

estimated to be-65 mb (at,/s= 14 TeV) [46].

Diffractive reactions are characterised by a large (noroeeptially-suppressed) pseudorapidity
gap in the final state. In other words, there is a large phaseesgpeparation between the outgoing
proton and the diffractive system (or between the two ditikee systems in the case of DD) in

which no particles are detected. A few ND events may alsolalysa large pseudorapidity gap

due to multiplicity fluctuations but their number is expotially suppressed with increasing gap
size. The probability density of a pseudorapidity gapis given by exﬁm%%, Whereg—r’;‘ is the

pseudorapidity density. Those wifim > 3 are mainly diffractive events [36].
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Figure 3.8:The diagram for an ND process. There are no pseudorapidity.ga

To summarise, the total pp cross-section is given by

Otot = Oel + Oinel = Oel + Odiff + OND (3.6)

whereaog, Oinel, Ogif @andoynp are the elastic, inelastic, diffractive and ND cross-sewirespec-

tively.

3.2 Monte Carlo Event Generators

The Monte Carlo (MC} technique uses random numbers to solve problems. In a detfiigiven

by Halton [48], “the Monte Carlo method represents the sotubf a problem as a parameter
of a hypothetical population, using a random sequence ofoeusnto construct a sample of the
population, from which statistical estimates of the parsamean be obtained”. One of the main
applications of MC calculations in high-energy physicdis integration of the relativistic phase

space of multi-particle reactions.

Event generators produce hypothetical events in a simdiaeld with distributions predicted by
theory to resemble real collisions. The objective is to pieyas accurately as possible, a rep-
resentation of event properties in a wide range of reacti@vent generators in particle physics
simulate patrticle collisions as they would be seen by a pedetector. They are limited by our

current understanding of the underlying physics and gdigeraake use of both perturbative and

1The term Monte Carlo was coined in the 1940s by physicistkimgron the Manhattan project in the Los
Alamos National Laboratory [47].
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phenomenological approaches. By understanding how tiggnafiphysics input is distorted at
every stage in the better controlled simulated world, egemerators help us understand the de-
tector, trigger, data and background in the real world. @uéeir extensive use of MC techniques,

they are called MC event generators.

In an event generator the event is built in steps. For exanmpke hadron-hadron interaction, the
incoming hadrons have a partonic structure given by their.PDcollision of partons from the
incoming hadrons results in one of many processes. The naiséd selection of process is gov-
erned by the cross-sections of various processes. The fypeaess selected determines the next

steps. As an example, the following steps occur in a hardgssc

When a collision occurs, the exchange of colour and chargesesult in gluon or electromag-
netic bremsstrahlung radiation. Emissions that are agsativith the two incoming and colliding
partons are called Initial-State Radiation (IsR). Thegenaodelled by space-like parton showers.
Those emissions associated with the outgoing partonsthéerllision are called Final-State Ra-

diation (FSR). These are approximated by time-like partowers.

In a collision of two hadrons, there is a possibility that eatinan one pair of partons could col-
lide, giving rise to multiple interactions (Ml), each assted with its own ISR and FsR. Those
partons that do not collide form the beam remnants. Whilaetion of the energy of the incoming
hadrons is taken away by the colliding partons, most of thenmng energy remains in the beam
remnants. The beam remnants continue to travel in theirmaiglirection, and carry colour to

compensate for that taken away by the colliding partons.

With time of the order of fm/c, partons move away from eacteotmd QCD confinement forces
begin to act. The time evolution of confinement forces is nadvin from first principles, and,
often, models are used. One such approach is called the Lodélrf#9], in which confinement
fields are modelled as strings that are stretched betwednagdaur and its anti-colour. As the
partons move apart, the potential energy in the string as®s, eventually breaking the string

and producing a new quark-antiquark pair (or a diquarkeagtiark pair) at the point of break-
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age. The two resulting strings continue to fragment unéleéhergy of the string is too small for
further fragmentation. The resulting pieces of stringsraesons. Similarly, baryons are formed
by diquark-antidiquark pairs being produced at the poinbrelakage. Baryons (and sometimes
mesons) can also be produced by pogpcornmechanism [50] from the successive production of
several g q pairs. The formation of hadrons as a resultiofjsiiagmentation is called hadroni-
sation. While only some of these hadrons live long enougrleteibible in a detector, many are
unstable and decay at different time scales. The final ptsdigen in a detector depend on their

branching ratios, decay products and life-times.

A broad range of physics processes is described by MC eveetrgrs. Only some of them are
known from first principles, while others are modelled infelieént frameworks. Hence, a compar-
ison of different models is necessary. The MC event generaescribed and used in this thesis

are PHOJET [12] and different versions of PYTHIA [11].

3.2.1 PHOJET

PHOJET [12] is a MC event generator that was developed failddt modelling of minimum
bias events with a superposition of various types of diffv@cand non-diffractive particle produc-
tion processes. It uses a physics model that combines the afeéhe Dual Parton Model (DPM)
[51, 39] with pQCD. PHOJET is formulated as a two-componeotleh where the dominant soft
processes are described by the DPM, and pQCD is applied eragerhard interactions.

Event generation

Hadronic interactions in PHOJET are assumed to be deschipdte exchange of a single ef-

fective Pomeron. Processes are classified as hard and sefl oa the transverse momenta of

cut—off

intermediate state partons. Partons in soft processesrhaneentapt < py , While in hard
processes at least one large momentum transfer pyiti p%”t*"ﬁ exists. The transition between

the soft and hard regions at this scale is achieved by a igataom scheme discussed below. Phys-

ical cross-sections are calculated by normalising Bornlauges, which are the sum of soft and
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hard sub-amplitudes. This allows the use of the parton mfuateiard interactions along with
Regge theory for soft interactions. The contribution ofreaomponent at a particular energy de-
pends on the value g""°". WhenpS"*°" > Aqcp, the hard cross-section is calculated within
the parton model described in section 3.1.1. The lowestrq@@@€D process is described by the
hard part of the Pomeron, while the remaining soft part is desttiby asoft Pomeron and an

effective Reggeon. Soft cross-sections are parametdrised

s\ 2
opg =0ar(0)0ep(0) (5) (3.7)
and
s\ &
Oag =0ar(0)g8R(0) <§) (3.8)

whereAp = ap(0) — 1 andAg = agr(0) — 1. ap(0) andag(0) are the Pomeron and Reggeon
intercepts respectively arshndsy are the energy scale and a reference energy scale respective
gar(0) andgg p(0) (9ar(0) andgs r(0)) are the couplings of the Pomeron (Reggeon) to particles
A andB respectively. The intercepts are effective parameteisdijpend on the value qn"-:r“t*"ff

and on the PDFs used in the calculation of the hard part. Hekvéve couplings and intercepts
are adjusted in such a way that the total cross-sectionraatady summing the soft and hard

cross-sections is independentp§f*° for pt° > 2GeVvyc.

Unitarisation While both the soft and hard cross-sections calculated tfr@rBorn-graph am-
plitudes increase like powers of s, the total cross-sedjgrincreases slower thains)? [52]. At
high energies, the soft and hard Born-graph cross-sectiwcsed the total cross-section making
unitarity corrections more important in this region. WitHRegge theory unitarity corrections are
achieved with multiple Pomeron exchange, allowing mora tbrae soft or hard interaction in the
same event. As a consequence average multiplicities ofdratdoft interactions increase. Model

predictions are compared to cross-section data to detertméunknown parameters of the model.

cut—off

In ND events below th@y the transverse momentum transfgr of partons is sampled from
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an exponential distribution given by

d Nsoft
dpr

~ pr exp(—pmr) (3.9)

wheremr = \/m&+ p2, whereas abovp®*°™ the momentum transfeiis obtained from pQCD.

The slope parameté@is fixed in such a way that there is a smooth transition betwleesoft and

hard parts giving

d Nsoft
dpr

_ dNnard
dpr

(3.10)

cut—off

pr=pf

cut—off

pr=p}

Diffractive interactions

In diffractive events the mass of the diffractive systéx | is sampled from cross-sections calcu-
lated with the triple-Pomeron approximation [53], derifemm Regge theory with the assumption

thats>> MZ andM% > t. The lower limit on the diffractive mass is given by

M>2<7min: (Mma+ mrt)2 (3.11)

wheremjy is the mass of the diffractively dissociated particle amgis the mass of the pion. The

upper limit on the diffractive mass is given by the coherecmedition

I\/|)2<7max: (My/mg)s (3.12)

wheremg is the mass of the elastically deflected particle. Momentamstfer is sampled from
an exponential slope that depends on the masses of the img@nd outgoing particles and the

diffractive system.

The multi-particle final state in diffraction is generatgddimulating Pomeron-hadron and Pomeron-
Pomeron (in the case of CD) interactions within the framévadthe DPM used in ND scattering,
with \/s= Mx, by assigning the Pomeron a PDF.

PHOJET allows initial and final state parton showers, dbscriin section 3.2. Fragmentation

of soft chains by cutting of Pomerons and of hard scatterewpsi is as prescribed by the Lund
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string model [49]. Only a few parameters including tp%“‘off and the proton-Pomeron and
proton-Reggeon couplings are tunable by fits to experinheiata. The version of PHOJET used
in this thesis is PHOJET1.12 tuned to the minimum bias data {€DF at 1800 GeV [54].

3.2.2 PYTHIAG

PYTHIA 6 [11] is a MC event generator frequently used in higergy physics. It combines
pQCD to describe hard processes with phenomenological imtalelescribe soft processes. A
tunable cut-off parametg¥r min , Similar to PHOJET, connects the two components. Hard-inter
actions are those with a momentum transfer greater tha#n.

PYTHIA 6, as we see it today, is a product of nearly 33 yearsevketbpment that includes sev-
eral components of JETSET [55]. The development of serieERBYGHIA, written in Fortran
77, began in 1997. Although there was significant develogrinem one version to the next, the

description of diffraction remained the same in the two weTs 6.2 and 6.4.

In this section a description of the diffractive processeBYTHIA 6 is presented.

Event Generation

The total hadronic cross-section fAB — anything,of? is calculated using the Donnachie and
Landshoff parameterisation [56]. In this approach, thaltotoss-section appears as a sum of a

Pomeron term and a Reggeon term given by

op3 (s) = XABSE 4+ YABg (3.13)

where X*B and YAB are the Pomeron and Reggeon couplings to the incoming hadrdhe
powerse for the Pomeron term ang for the Reggeon term are expected to be universal with
£ = 0.0808 andh = 0.4525 [56], while the coefficients”B andYAB are specific to each initial
state. In the case of pp and pp interactioth, = XPP= 21.70mb, whileYPP = 56.08 mb and
YPP=9839mb [56] andsis in Ge\~.
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ob? = 21.70s>0898 56, 085~0-4525 (3.14)

oPP— 2170500808, 9g 30504525 (3.15)

The Pomeron couplings to the proton and antiproton are ickdrtecause the Pomeron carries
vacuum quantum numbers. Henog; and otot have the same coefficient for the Pomeron term
in equations (3.14) and (3.15) [56]. A consequence of thedfomhypothesis is that the cross-

sections of pp and p p diffractive scattering should belequagh enough energies [56].

Cross-sections for elastic, single and double diffractivents are included, but higher diffractive
topologies like central diffraction are neglected. Thédrditive cross-sections and event charac-
teristics are described by a model of Schuler and Sjostfand58]. The elastic cross-section
is obtained from the optical theorem and the ND cross-sedéti@iven by “whatever is left” as

shown in equation (3.16), wheag, is given by equation (3.13):

OND = Otot — Oel — OSD — ODD.- (3.16)

In the Schuler-Sjostrand model, diffractive cross-smwdi have an inverse dependence on the

square of the diffractive masMﬁ) and an exponential dependencd obiffractive cross-sections

are given by
d205d(AB—>XB)(S) Oap s 1
dsodd(s> gg]p 1 1
exp(Badt ) F 3.18
dtdMZ dMZ, = T APPe 52, M2, XP(Bydt) Fd- (3.18)

The coupling$ are related to the Pomeron term of equation (3.13). Thestfameron coupling
gsp IS determined from single diffractive data. The exponérglape parameterBsq or gq are
assumed to have a logarithmic dependence 2l The diffractive mass spectruM ranges

from 0.28 GeV & 2my) above the mass of the diffracted hadron, to the kinematd.li The
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kinematic range of depends on the masses of all incoming and outgoing systewiseal.
Diffractive cross-sections in PYTHIA 6 are integrated faed of CM energies, starting at 10 GeV.
The results have been parameterised in section 4 of the PXThihanual [58]. Once the process
is selected using this parameterisatidhandt are generated using equations (3.17) and (3.18).
These Regge formulae for diffraction are supposed to hokkntain asymptotic regions of the
full phase space. Due to the lack of a theory that predicfereiftial cross-sections at arbitrary
andM? values, the Regge formulae above are used everywhere alitm@aatorsFsg andFyq in
equations (3.17) and (3.18) to give a sensible behaviolndtill phase space. These factors sup-
press production close to the kinematical limit and in theeoaf double diffraction, also suppress
configurations where the two diffractive systems overlagapidity space. These factors also give
a broad enhancement in the production rate in the resonagaarup to about 2 GeV as seen in
figure 4.2. This gives a smeared-out version of exclusiviestaather than listing them all out

individually.

Particle Production

Once the process is selected and the kinematic variabletetgamined, the products of the colli-
sion are generated. The handling of this production dependke value of the diffractive mass
Myx. If Mx —Ma < 1GeV, whereMp is the mass of the incoming patrticle, the system is allowed
to decay isotropically to a two-body system. For a more nvasdiffractive state, the system is
treated as a string with the quantum numbers of the origiadrdn. Two alternative ways of

stretching the string are considered.

There is both a gluonic and a quark contribution. When anriring hadron is diffractively ex-
cited, either a valence quark or a gluon is “kicked out” oflithe Pomeron couples to a valence
qguark from the non-diffracted proton, the string (the pirdsded lines in figure 3.9) is stretched
between the struck quark and the remnant diquark (or ankgoathe diffractive system, seen in
figure 3.9(a). This configuration dominates at stMll. The alternative is when the interaction is
with a gluon from the non-diffracted proton. The string ietthed from a quark in the diffractive
state to a gluon, and then back to a diquark (or antiquarkis gikies rise to a “hair-pin” structure

as seen in figure 3.9(b). In PYTHIA 6 the ratio of the two cdmitions can be changed.
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Figure 3.9:String being stretched in diffractive processes -Kapuples to a valence quark and {byouples to a
gluon.

3.2.3 PYTHIA6.214 vs PHOJET 1.12

PYTHIA 6 and PHOJET, as described, have some similaritidsigferences, especially in mod-
elling diffraction. While both the generators combine pQ@Ddescribe hard interactions, and
phenomenological models for soft interactions, the mottedy employ are different. PHOJET
relies on the dual parton model [51], while PYTHIA 6 is basedtloe Schuler-Sjostrand model
[57, 58]. PHOJET models interactions with multiple Pomearbeing exchanged. This is one of
the reasons for the difference in the SD and DD cross-segtitures predicted by PHOJET and
PYTHIA 6. In addition, unlike in PYTHIA 6, CD with double Pomen exchange is included in

PHOJET. Another important difference in the modelling dfrdctive events is that, in PYTHIA

6, hard collisions between Pomerons and protons are notijpedm These differences in mod-

elling lead to the difference seen in properties of the fitatiesparticles.

A study comparing the pseudorapidity)( charged particle densityd{.n/dn) and transverse
momentum [r) distributions in PYTHIA 6.214 and PHOJET 1.12 at CM energeV is shown

below. ND and SD spectra are compared to analyse the differ@rthe diffractive part.

A comparison of figures 3.10(a) with 3.10(b) and 3.11(a) v@th1(b) shows that although the
multiplicity spectra for ND events in PYTHIA 6 and PHOJET asnilar, high multiplicity
SD events are not generated by PYTHIA 6. The average muitiplof SD events produced
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Figure 3.10:n distributions for (a) ND and (b) SD events at 7 TeV compari¥g FIA 6 and PHOJET. The plot
shows events where either one of the incoming protons desssc
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in PYTHIA 6 is lower than that in PHOJET, seen in both figured3and 3.11. Similarly, ther
spectra in figures 3.12(a) and 3.12(b) show that PYTHIA 6dackard diffractive part.

3.3 Summary

The standard model of particle physics describes elemepéaticles and their interactions. Strong
interactions are mediated by gluons, which can self-ictefBhis feature is what differentiates the
theory of strong interactions from electromagnetism. A®asequence of self-interaction of the
gluon, quarks are always observed as colourless combirgatidowever, when the distance be-
tween two quarks approaches zero, quarks behave like freénteracting particles. The scale at

which this behaviour is observed is called the QCD scale.

For interactions having a momentum transfer above the Q@I2 sperturbative QCD can be used
to factorise a hadron-hadron scattering cross-sectiomeggrbduct of the parton density functions
of the incoming hadrons and the parton-parton interactrosssection. For interactions with a
momentum transfer below the QCD scale, phenomenologicdefs@re used. One such model
is based on Regge theory which says that all possible exehaamjcles in a hadron-hadron scat-
tering lie on a Regge trajectory given by the spin and mask@gikchange particle. Observed
particles are those particles on the Regge trajectory witlsigal values of spin. The Pomeron is
the Regge trajectory with intercept 1. The particles ontifaigctory would have vacuum quantum
numbers. In order to describe the total cross-section, aglRamtrajectory is used. Experimental

data is successfully described with a Pomeron trajectotlysaReggeon trajectory.

Hadron interactions are also classified, based on their $tzés, as either elastic or inelastic.
Elastic collisions preserve the incoming hadrons whiléastc collisions do not. Inelastic colli-
sions can be diffractive or non-diffractive. Diffractiveteractions are those with no exchange of
colour. Diffractive interactions can be single diffragjwouble diffractive or central diffractive
depending on the number of exchanged Pomerons and the ¢ggpafithe final state. Diffractive
events are characterised by a large rapidity gap in the ftatd sNon-diffractive events are inter-

actions with an exchange of colour charge and subsequeptly hadrons are produced.
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Monte Carlo event generators use the concept of random sagglbng with inbuilt theoretical
and phenomenological models to provide a representatievait properties in a wide range of
reactions. Two Monte Carlo event generators PYTHIA 6 and PEDhave been described. They
both employ a hard and soft component for interactions, @edsimilar models for hadronisation.
However they differ in the way cross-sections are calcdlated on the phenomenological models
they use. In the description of diffraction, there are salvaoticable differences. The invariant
mass distributions of diffractive system are consideraliffierent (see figure 4.2 in the following
chapter). PHOJET encodes central diffraction which PYTI8lkacks. Additionally, diffraction
is better described in PHOJET than in PYTHIA 6 because PHQdEdels hard diffraction as
hard collisions between a Pomeron and a hadron. This exptiaelowpt and multiplicity fall-
off seen in PYTHIA 6. An improvement in the diffractive pag achieved by adding a hard
diffractive component to PYTHIA 8, which is described in thext chapter.
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CHAPTER4

DIFFRACTION IN PYTHIA 8

Experimentally, single diffractive reactions are chagaised by a large (non-exponentially-suppressed)
rapidity gap in the forward region. In other words, there iar@e separation in rapidity between

the quasi-elastically scattered proton and the diffracsiystem, in which no particles are detected.

A few ND events may also display a large rapidity gap due totiplidity fluctuations but their

number is exponentially suppressed with increasing rapghp.

Based on the description of the Pomeron and its interactitinttve proton, a model for diffraction
has been constructed and implemented in PYTHIA 8. Pomerotoip collisions are modelled at
a reduced CM energy which is the invariant mass of the diffracsystem I(JI>2<); then fully inte-
grated into PYTHIA 8 in such a way that the standard PYTHIA &hiaery for multiple interac-
tions, parton showers and hadronisation is used. This iappeoach pioneered in the POMPYT

program [59] and has been fully included in PYTHIA 8 [60].

The chapter starts with a description of the framework ofdhdiffraction, the concept of a
Pomeron flux and diffractive PDFs. This is followed by a dggan of how the choice of hard or
soft machinery in diffraction is made in PYTHIA 8 and of palé production. The next section
shows a comparison of ther, pseudorapidity and multiplicity spectra of diffractiveemts gen-

erated by PYTHIA 6, PYTHIA 8 and PHOJET. Finally, the freegraeters in the description of

hard diffraction in PYTHIA 8 are varied, and their effect dretaverage multiplicity is studied.
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4.1 Hard Diffraction Kinematics

In a QCD approach, a partonic description of a Pomeron, agites in [61] is commonly used.
Different factorisations of the partonic structure of thenferon exist. The model for diffractive
hard scattering used in this work is described in detail B].[6n this approach, firstly a Pomeron
is emitted from a protom (at the upper vertex in figure 4.1) in a soft process, with a maim

transfer squared given by

t=(pi—p)? (4.)

wherep; andp; are the 4-momenta of the incoming and the scattered proften this emitted
Pomeron interacts with the other protgnat the lower vertex, in a hard process, with a transfer
of momentum between constituent partons. The sys{dimt is produced in this interaction is
called the diffractive system. The invariant mass of th&alktive systenX, also known as the

diffractive mass, is given in terms of the proton four monaeloy

M2 = (pi + pj — P))>. (4.2)

Pi /

LRG
Xp

Pi

Figure 4.1:Exchange diagram for single diffraction.

There is a large rapidity gap (LRG) between the out-goinggrand diffractive systenX. The
above introduces the concept of a Pomeron flux in a prétop(xp,t) (in this casefp,, (xp,1)),

wherexp is the fraction of the proton’s momentum carried by the emdiffomeron. The Pomeron
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flux describes the probability that a Pomeron with a giveni®alfxp andt couples to the proton.
In analogy with DIS, described in chapter 3, the concept fifatitive PDFs (DPDFs) is defined
(see section 4.2). DPDFs can be interpreted as conditionbhpilities to find a parton with a

given fraction of the Pomeron’s momentum when probed at agiesolution.
In the massless limit (neglecting the proton and Pomerorsasis— 0),

Xp=—=—"=7=7 (4.3)

whereEp andEp are the energy of the Pomeron and of the proton to which it veapled re-
spectively. In this limit, the fractiomp of the proton’s momentum carried by the Pomeron can be

expressed as

xp = MZ /s. (4.4)

The fractionxy o, 0of the Pomeron’s momentum carried by its constituent glggrdr quark (q))

is given by

E
Xg (orq) = 79E(;r P, (4.5)

whereEg (Eg) is the energy of the gluon (quark).

The diffractive hard pp scattering cross-section can béevrias

do(pp— p+X)
dxpdtdx dxdf

do(pP — X)
dxgdxodf

= fp/p(Xp,t) (46)
—_———

Pflux

Herex; andx, are the fraction of the proton’s and Pomeron’s momenta@airy a quarkxg) or a
gluon (k) andt is the momentum transfer between the partons. The secandrtequation (4.6)

is the proton-Pomeron hard scattering differential cresstion. In analogy with DIS described in
section 3.1.1, the Pomeron-proton hard scattering difteabcross-section is assumed to factorise

as

do(pP — X)
dx;dxodf

o
3 &

= fpl/p(XLQz)fpz/]P’(XZ,Qz) (47)
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Here, fpl/p(xl,QZ) and fpz/]p(xz,Q2> are the proton and Pomeron PDFs with partppgnd p;
having momentum fractiong; andx, of the proton and Pomeron respectivelgg/dt is the
corresponding hard scattering cross-section for thatpgobess. Because of the inherent non-
perturbative effect in a QCD binding state, PDFs (and DP@Behot be obtained by perturbative
QCD from first principles. The known PDFs (and DPDFs) areeadtobtained by using fits to
experimental data and extrapolatedQa using the DGLAP equations [63], which describe the
evolution of PDFs with scal®?.

To describe the dampening of the perturbative jet crosseseatpr — 0 by colour screening, the

actual cross-sectior%?) is multiplied by a regularisation factor

¢ d&  p

& A (A 9

Prois a free, tunable parameter of the order 2-4 GeV. The enexggrlence gbrg is given by

£\ B
pro(Ecm) = Pr(Egy) [ —mer : (4.9)
Ecm

whereEcy is the current energy scaIECR,‘f,,f is an arbitrary reference energy at whigh(Ecm) =

Ref
pTO(Ec:\eA

the value ofE(F:’f\’AW, the quickemro(Ecm) scales with energy. Note that this regularisation is com-

) is defined.EE‘,f,lW controls the pace at whicpro(Ecm) scales with energy. The larger

mon to both the diffractive and the non-diffractive part$fTHIA 8.

4.1.1 Pomeron flux parameterisations

Diffractive cross-sections are determined using the Smhajostrand model (equation 3.17) in

exactly the same way as described in section 3.2.2. Oncéradiife event has been chosen, the
Pomeron flux determines théZ andt distributions. In addition to the Schuler-Sjostrand mlode
discussed above, three other parameterisations of the lBorflax have been implemented in

PYTHIA 8. The Schuler-Sjostrand model is currently theyoohe which provides a separdte

spectrum for DD.
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1. Bruni and Ingelman [64] parameterisation: it has a masstspm close to ;IM)Z( Thet

dependence of the Pomeron flux distribution is the sum of ixpmeentials, given by

1
5 /p(Xe,t) = 4'6XP(6.38e*8“‘ +0.424e7 31t (4.10)

2. Bergeret al. [65] and Streng [66] parameterisation: it uses a Pomeroorigti®n but
with values from the RAPGAP manual [67]. This gives a strommgak towards low-mass
diffractive states. Thé dependence has two factors, one of which is exponential lad t

other is a power okp.This parameterisation is given by

2
BIP/p(O) 1-2ap(t) 7b0‘t|. (411)

fp/p(Xe,t) = T e

Herebg = 4.7 GeV2 is the diffractive slope parameterp(t) = ap(0) + okt describes the
Pomeron trajectory, with intercept>(0) = 1+ ¢ and slopeu;, = 0.25 GeV 2 andB]%/p(O) =

58.74GeV 2 is related to the Pomeron-proton coupling and the total ppsssection via
Opp = B55(0) ~ 40mh

The rise in the total cross-section observed in pp scagésidescribed by setting= 0.085.

3. Donnachie and Landshoff [68] parameterisation: it isilsinto the Berger-Streng parame-
terisation, but with a power law distribution forThis parameterisation is given by equation
(4.12) withd? = 3.26 GeV-2 anda(t) being identical to the Berger-Streng case, whege

is the mass of the proton.

95% 1 oa,(t) | 4MH — 2.8t 1

e/p(xe.t) = 2% ame—t (1-t/0.7)? (4.12)

A comparison of the diffractive mass distribution in PHOJ&®ng with 4 different Pomeron
fluxes in PYTHIA as a function OM)Z( is shown in figure 4.2. On thg axis is the logarithmic
derivative of the SD cross-section (see equation (4.13)ichvis seen as a flat line in the case of

1/MZ, i.e, dﬁ# = constant. It is evident that the Bruni-Ingelman distribatis 1/MZ and the
X
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Schuler-Sjostrand is a modified ¥ distribution, while the Donnachie-Landshoff and Berger-
Streng distributions enhance low diffractive masses dubdadditional term in the exponent of

My . PHOJET suppresses low diffractive masses.

0.0025—
“\ =i Donnachie - Landshoff
S B Bruni - Ingelman
o= o — = Berger - Streng
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Figure 4.2:Diffactive mass distributions in PHOJET and PYTHIA for @ifént Pomeron fluxes. Distributions are
normalized to unit area.

4.1.2 Diffractive PDFs

The perturbative description employed for hard diffrantiovolves using PDFs for the Pomeron.

PYTHIA 8.130 provides a selection of six PDF sets.

1. Q%independent parameterisations of the form given by

Xfp, /B(X) = Nap@(1—X)° (4.13)
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wherex is the fraction of the Pomeron’s momentum carried by a quark gluon. Ny is

a normalisation factor that ensures unit momentum sumaaaddb can be different for
the quark and gluonic content of the Pomeron. In this PDFRtketmomentum fraction of
gluons and quarks can be freely mixed. Additionally, thedpiiion of s quarks can be
suppressed relative tnandd quarks, with quarks and anti-quarks being equally likely to

be produced.

2. A Pomeron can be described by the PDF for a neutral pion.wAHBF sets exist, one of
which is built into PYTHIA 8. The others can be accessed fradAPDF [69]. (Parame-

terisations exist fortt; 71 is obtained by charge conjugation anftiby averaging.)

3. The “H1 2006 Fit A’ parameterisation is@’-dependent set. This is based on fit A to H1
data of inclusive diffractive cross-section H1P06, calteldn 2006, described in section 5.3

of [37].

4. The “H1 2006 Fit B” parameterisation is anott@#-dependent set based on fit B to the H1
data of inclusive diffractive cross-section H1P06, calteldn 2006, described in section 5.3

of [37].

5. The “H1 2007 Jets” parameterisation i€&-dependent set based on fits to H1 data col-
lected in 2007. This fit uses measurements of both the diffadijet cross-section H1P07

presented in [70] and the inclusive diffractive cross-&gcpresented in [37].

6. The “H1 2006 Fit B LO” [71]Q?-dependent parameterisation, based on fit B to H1 data
H1PO06 was added recently.

HERA PDF sets 3, 4 and 5 above are next to leading order (NLG)vgleile PDF set 6 is a LO
set. As PYTHIA 8 uses leading order (LO) matrix elements lowdate cross-sections, the LO fit

from the H1 collaboration is used as the default PDF.
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Generally, parton distributions are normalised so that titeey the momentum sum rule

> [ %o dx=1

wherei includes all partons. Hera,is the fraction of the hadron’s momentum carried by a quark
or gluon andf is the DPDF. The motivation for this to hold is momentum cowgion. However,
since the Pomeron is not a physical particle, it is not cleBRADFs should satisfy the momentum
sum rule. Those from H1 add up to a momentum sum of roughly 5B%THIA 8 has a free
parameter to rescale the four H1 fits above by this uniforrtofado achieve a momentum sum of
around unity, a rescaling factor of 2.0 should be used. Cmyproduct of the Pomeron flux and
the Pomeron PDF is meaningful, allowing arbitrary sepanatenalizations of the Pomeron flux

and the Pomeron PDF.

4.2 Event generation and particle production

PYTHIA 8 by default only allows collisions with CM energy al®10 GeV. The diffractive mass
spectra extend down to about 1.2 GeV, the mass ofAtllesonance. A perturbative descrip-
tion at this scale is not possible, giving rise to a separatelling of low and high masses. For
Mx < 10GeV, the non-perturbative description with longitudiyatretched strings, as described

in section 3.2.2 is implemented.

In the mass range 10 Ge¥ My < /S, a perturbative description is implemented. The probgbili

for this description is given by

Poert=1—exp((Mx — Mmin) /Muidth) (4.14)

wheremmin andmyigth are free parameters. The probability of a perturbative iigtson (Poert)

is by definition equal to zero for diffractive masddg < mmin. The default values afy,i, and
Muidth are set at 10 GeV so thBert vanishes wheMy < 10GeV.

The standard perturbative multiple interactions frameufor pp collisions provides parton-parton

interaction cross-sections at a fixed CM energy. To turndltesss-sections into probabilities, one
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needs an ansatz for the Pomeron-proton total cross-sedtiensingle diffractive cross-section is

given by

GSD://dx]pdt fe/p(Xp,t)Opp(effective). (4.15)

In equation 4.15¢p,(effective) is a tunable parameter awdp is given by Regge parameterisa-
tion. The normalisation of the Pomeron flukp(,(xp,t)) is arbitrary and is adjusted accordingly.
In PYTHIA 8 the default value obpy(effective) is 10 mb, which takes into account screening
effects. This value is used for multiple interactions infrdiftive systems as described below.
opp(effective) is the main free tunable parameter in high-mass diffractaord along with the
choice of Pomeron PDF, can be fitted to represent diffracixent-shape data such as average
charged multiplicity.opp(effective) includes a gap survival probability which depends on the en-
ergy of the collision. The higher the energy, the greatepttedability of multiple interactions in

the same event that suppress the rapidity gap.

Integrating equation (4.7) gives the total cross-sectamiinijet production ¢pp(perturbative)
in a Pomeron-proton interaction. The average number ofgesn a Pomeron-proton interaction

is given by
opp(perturbative
opp(effective)

Therefore, increasing the value of, (effective) will reduce the multiple interactions activity per
event. This mechanism is similar to that used in generatioljipte interactions in inelastic pp

collisions.

At a fixed pp CM energy, the diffractive (high) mass spectidia can lie anywhere in the range
10GeV< Mx < +/s, with a varying set of parameters (such as fhecut-off parameter f§ro))
along the range. Therefore, to speed-up the machineryjptauihteractions are initialised for a
few (currently five) different diffractive mass values agsdhe range, and all relevant parameters
are interpolated between them to obtain the behaviour ateifepdiffractive mass. Additionally,
AB — XBandAB — AX are initialised separately. This allows for different besagor PDFs) on

both sides. This also facilitates double diffraction.
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4.3 PYTHIA8.130 vs PYTHIA 6.214 and PHOJET 1.12

All code until version 8 was written in Fortran 77. PYTHIA 87Jis the C++ successor of the
older versions in Fortran. PYTHIA 6 and versions of PYTHIA &ili8.130 do not contain hard
diffraction. It is since PYTHIA 8.130 that hard diffractipas described in this chapter, has been

included.

PYTHIA 8 before 8.130 The mechanism for diffractive scattering works in almost game
way as in PYTHIA 6. The only difference lies in the particleoguction. In PYTHIA 8.1 the
ratio of the probability of the Pomeroi®) coupling to a quark®(q)) and the Pomeron coupling
to a gluon P(Q)) is given by equation (4.16), wheMy is the mass of the diffractive system.
(default value = 5) ang (default value = 1) are user-defined parameters that cotiteotatio.
These parameters define the way the longitudinal momentsimaied between the two remnant
partons when a gluon is kicked out of a hadron. This introdwcdiffractive mass dependence on
the ratio of the two couplings, enabling the gluonic conttibn to dominate at higher diffractive

masses.

Pl@ N

Flg) MQ (4.16)

A study comparing the pseudorapidity)( transverse momentunp{) and charged particle den-
sity (dNgp/dn) distributions in PYTHIA 8.145, PYTHIA 6.214 and PHOJET 2.4t CM energy
7 TeV is shown in figures 4.3 to 4.5. Only the SD spectra are evath

It is clearly seen that the addition of hard diffraction to BYIA 8 [60] shows an improvement
in the pr and multiplicity tails, giving a description comparableRBIOJET, which also has hard

diffractive scattering.
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Figure 4.3:n distribution for one side SD events at 7 TeV in PHOJET, PYTI8land PYTHIA 8. The plot shows
events when one of the incoming protons is diffracted.
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Figure 4.4:pr distribution for SD events at 7 TeV in PHOJET, PYTHIA 6 and RYIA 8.
4.4 Diffractive parameters vs observables

In this section the effect of the free parameters used in¢seription of the hard diffractive part of
PYTHIA 8 on the average charged particle multiplicity measoent of SD events at mid-rapidity
(In] < 0.5) is studied on a sample of 10000 events.

Table 4.1 lists the average charged particle multipligityhie pseudorapidity randg| < 0.5 for
PHOJET, PYTHIA 6.4 and untuned PYTHIA 8.130.

Table 4.1:Average number of charged particlesliyi < 0.5 given by different generators for the event class SD.

Energy

PHOJET

PYTHIA 6

PYTHIA 8

900 GeV
2.2TeV
7TeV
10 TeV
14 TeV

1.22+0.01
1.44+0.01
1.73£0.01
1.79+0.01
1.90+0.01

0.59+0.01
0.64+0.01
0.59+0.01
0.69+0.01
0.73+£0.01

1.03£0.01
1.27+0.01
1.65+0.01
1.90+0.01
2.02+£0.01

From table 4.1 it is seen that the predictions of PHOJET an@HRX 8 are comparable, as seen
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Figure 4.5:Multiplicity distribution for SD events at 7 TeV in PHOJETYPHIA 6 and PYTHIA 8.
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Figure 4.6:Average number of charged particles|iyj < 0.5 predicted by different physics models and different
energies in SD events.
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in figure 4.6. It is note-worthy that the pseudorapidity dgnscreases more rapidly with CM
energy in PYTHIA 8 than in other models. To investigate thpatelence, the diffractive parame-

ters are varied in their allowed regions.

There are five tunable diffractive parameters:

e Choice of Pomeron flux model: Schuler-Sjostrand (SS), Bhogelman (BI), Berger-Streng
(BS), Donnachie-Landshoff (DL).

¢ The effective Pomeron-proton cross-section: 2ambip_ p(effective) < 40mb.

e Choice of Pomeron PDF: H12007 Jets, H12006 Fit A and H120@5 Fhe current default
“H1 2006 Fit B LO” PDF was added into PYTHIA 8 after the ana$ypresented here was
performed, and is hence excluded from this section.

The standard PYTHIA 8 machinery is used for multiple intéiats, parton showers and

hadronisation. Hence, the parameters are common with thpayD

¢ Diffractive mass threshold, above which the treatment itupeative:

5GeV< My < +/s.

e Energy dependence girg in equation (4.9) given b)E(F:’,?,,W. This parameter is used to
regularise a diverging QCD cross-section and is common tb the diffractive and non-

diffractive parts.

Tables 4.2t0 4.5 and figures 4.7 to 4.10 show the influenceeopgbudorapidity density of chang-

ing the first four parameters in the list above.

The final tunable parameter is the energy dependence gfthgarameter in equation (4.%@‘,@}’
is a tunable parameter to increase multiple interactiohss festricts the quick increase @i /dn
with energy. The pseudorapidity densities obtained wittedint values oE(F:’f\’,IW are listed in table

4.6 and seen pictorially in figure 4.11.
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Table 4.2: Average number of charged particles|if| < 0.5 in SD events generated by PYTHIA 8 for different

Pomeron flux models.

Energy SS BS Bl DL
(default)
900GeV| 1.03+0.01| 0.65+0.01| 0.99+0.01| 0.70+ 0.01
2.2TeV | 1.27+£0.01| 0.65+0.01| 1.15+0.01| 0.74+ 0.01
7TeV 1.65+0.01| 0.75+0.01| 1.494+0.01| 0.81+0.01
10TeV | 1.90+0.01| 0.77+0.01| 1.664+0.01| 0.85+ 0.01
14TeV | 2.02+0.01| 0.82+0.01| 1.73+0.01| 0.88+ 0.01
s C2.5
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Figure 4.7:Average number of charged particles|ifj < 0.5 at different energies for different Pomeron fluxes in
SD events.

Table 4.3:Average number of charged particles|if| < 0.5 for SD events generated by PYTHIA 8 for different
Pomeron-proton total cross-sectiof_p.

Energy | op_p=2mb| op_p=10mb| op_p=15mb| op_p=25mb| op_p=40mb
(default)
900GeV| 1.82+0.01 | 1.03£0.01 | 1.03+0.01 | 1.02+0.01 | 0.99+0.01
22TeV | 245+0.02| 1.27£0.01 | 1.27£0.01 | 1.17+£0.01 | 1.04+0.01
7TeV | 3.33+40.02 | 1.654+0.01 | 1.494+0.01 | 1.36+£0.01 | 1.31+£0.01
10TeV | 3.73+£0.02 | 1.90+0.01 | 1.62+0.01 | 1.43+£0.01 | 1.42+0.01
14TeV | 4.00+£0.02 | 2.02+0.01 | 1.81+0.01 | 1.59+0.01 | 1.51+0.01
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Figure 4.8: Average number of charged particles|ifj < 0.5 at different energies for different Pomeron-proton
total cross-sections in SD events.

Table 4.4: Average number of charged particles|iff < 0.5 in SD events generated by PYTHIA 8 for different
Pomeron PDFs. The “H1 2006 Fit B LO” was added after later.

Energy | H12007 Jetgs H12006 FitA | H12006 FitB
(default)

900GeV| 1.03+0.01| 1.084+0.01 | 1.16+ 0.01

22TeV | 1.274+0.01| 1.284+0.01 | 1.34+0.01

7TeV | 1.65+0.01| 1.72+0.01 | 1.77+0.01

10TeV | 1.90+0.01 | 1.85+0.01 | 1.90+ 0.01

14TeV | 2.02+0.01 | 2.08+ 0.01 | 2.19+ 0.01

Table 4.5: Average number of charged particles|ifj < 0.5 in SD events generated by PYTHIA 8 for different
diffractive mass thresholddx. The value of,/s+ 1 was chosen so that in this case there is no hard diffraction.

Energy | Mx =10GeV| Mx =25GeV | Mx = /s+1
(default)

900GeV| 1.03+0.01 | 1.00+0.01 | 0.74+0.01

22TeV | 1.27+0.01 | 1.24+0.01 | 0.80+0.01

7TeV 1.65+0.01 | 1.67+£0.01 | 0.87+0.01

10TeV | 1.90+£0.01 | 1.88+0.01 | 0.89+0.01

14TeVvV | 2.02+0.01 | 2.09+0.01 | 0.89+0.01
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Figure 4.9:Average number of charged particles|iyj < 0.5 at different energies for different Pomeron PDFs in
SD events.
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Figure 4.10:Average number of charged particles|ifi < 0.5 at different energies for different diffractive mass
thresholds in SD events.
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The choice of Pomeron flux parameterisation affects theageemultiplicity generated in a SD
event. At all energies the Schuler-Sjostrand and the Be3tygeng models predict higher average
multiplicities than the Ingelman-Bruni and Donnachie-tahoff models, as higher mass diffrac-
tive states are produced more often in the former two modsds figure 4.2). The choice of
Pomeron PDFs does not affect the pseudorapidity densitytaison at a given energy. Chang-
ing the diffractive mass threshold does not affect the ithigtion unless the threshold is set high
enough to avoid hard-diffraction altogether, resultingairdescription of diffraction the same
as that in PYTHIA 6. The value of the total Pomeron-protonssreection affects the amount
of activity in an event and hence, the pseudorapidity dgrdigtribution. A higher value of
opp(effective) lowers multiple interactions and reduces the average pligitly. This is the main

tunable parameter in the description of high-mass diffoact

Table 4.6: Average number of charged particles|if| < 0.5 in SD events generated by PYTHIA 8 for different
values of the parameter giving the energy dependence qftloait-off.

Energy | ECo'=0.16 | EC)\'=0.24 | EC})'=0.30 | EES'=0.35
(default)
900GeV| 1.13+0.01 | 1.03+0.01 | 1.21+0.01 | 1.25+ 0.01
2.2TeV | 1.254+0.01 | 1.27+0.01 | 1.37+0.01 | 1.48+ 0.01
7TeV | 1.73+0.01 | 1.65+0.01 | 1.6840.01 | 1.784 0.01
10TeV | 1.92+0.01 | 1.904+0.01 | 1.89+ 0.01 | 1.85+ 0.01
14TeV | 2.15+0.01 | 2.024+-0.01 | 2.01+ 0.01 | 2.04+ 0.01
4.5 Summary

This chapter gives a description of the hard diffraction elad PYTHIA 8. In this Pomeron-based
model, a Pomeron is emitted from one of the protons in a ppsomi via a soft interaction. The
proton that emits the Pomeron is deflected after it transfexs its momentum to the Pomeron.
The Pomeron then interacts with the other proton via a haetaation. This approach was pi-
oneered by Bruni, Edin and Ingelman in their MC event gene@OMPYT and implemented
in PYTHIA 8. The standard PYTHIA 8 machinery for multiple @mactions, parton showers and

hadronisation for this hard interaction is used.
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Figure 4.11:Average number of charged particles|if| < 0.5 at different energies for different distributions of
pro in SD events.

The Pomeron-specific event-generation parts consist etted) diffractive cross-sections, the
Pomeron flux parameterisation, and a classification of tfiadiive system as either a low-mass
or high-mass system, where these are handled differentig. diffractive cross-sections are pa-
rameterised as a function of the CM energy and are identidhlase in PYTHIA 6. For diffractive
processes, there are four different Pomeron flux paransetesns that can be used to generate a
diffractive mass and the momentum trangféBased on the diffractive mass, the diffractive system
is classified as being a low-mass unresolved system or arhags resolved system. The high-
mass system uses a perturbative picture for Pomeron-pomitisions, which are only allowed
in PYTHIA 8 for Ecpy > 10GeV. For diffractive systems below this limit, the simpd&-mass
description from PYTHIA 6 is used, where longitudinal sgrgnare stretched. The high-mass de-
scription uses Pomeron PDFs and an ansatz for the total Bonpeoton cross-section, which is
a tunable parameter. Currently there are six Pomeron PDé&xam choose from. The addition
of a hard diffractive part to PYTHIA 8 makes it more similarR&1OJET, which has a different

implementation of hard diffraction.
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The final part of the chapter looks at the difference that givagof the parameters mentioned
above makes in the average multiplicity of SD events at arg@® energy. The choice of the
Pomeron PDF has the least influence on the average mulyplidiile the total Pomeron-proton
cross-section and choice pfo have larger influences. These parameters need to be tunathto d
For a realistic comparison with data, both the non-difiseciand diffractive parts of PYTHIA

8 need to be tuned to existing data. Since there is no oneda:zorrespondence between the
parameters in PYTHIA 6 and PYTHIA 8, existing PYTHIA 6 tunemnaot be easily converted
to a PYTHIA 8 tune. A comparison of PYTHIA 8 with ALICE diffréize data is presented in
chapter 6.
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CHAPTERDS

TRIGGER EFFICIENCIES AND
SYSTEMATICS

The ALICE detectors, including those used to trigger, doprovide full phase space coverage
and are not 100% efficient. Hence, a trigger correction hasetapplied to correct for events

which are not detected by the trigger system.

The overall correction factdRt depends on several variables:

__detectable detected triggeredreconstructed selected
T generatectetectabledetected triggered reconstructed
—_—

acceptance detector eff trig elec eff rec eff analysis

(5.1)

In equation (5.1), “generated” comes from the MC model; édtdble” refers to the events within
the acceptance of the triggering detectors; “detectedtsdb the events recorded by the detector
within its hardware and electronics limitations; “triggel’ refers to the events recorded by the
trigger electronics; “reconstructed” refers to the eveetonstructed by the ALICE reconstruc-
tion software and “selected” refers to those events thas paalysis cuts. The first term in the
equation refers to the acceptance of the detector, the ddeom to the detector efficiency, the
third term to the trigger electronics efficiency, the foutdithe reconstruction software efficiency

and the fifth to the selection procedures in the analysis.

Trigger systems use a set of selection criteria to decidesifwant to record or analyse an event

or not. There are two stages at which we can implement treggiith our data: in real time and
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offline. An online trigger is implemented at the stage of relangy data from collisions, in real
time. Only events triggered by the online trigger are writte tape and can be analysed later.
These interactions are then reconstructed using the ALECBrrstruction software [29]. An of-
fline filter is implemented on the set of recorded data; irtoas that pass the selection criteria
of the offline triggers are then analysed. Different offlingders can be implemented on the same

sample of recorded events for different physics analyses.

Each trigger condition is associated with an efficiency. €figiency of a trigger gives the frac-

. . N ri gered .« . . . .

tion of produced events that are trlggerm). The efficiencies presented in this chapter
combine the first three terms of equation 5.1. Trigger efficies are different for different trig-

gers and also for different process types (SD, DD, ND and CD).

5.1 Minimum Bias Triggers

Minimum bias (MB) events are those events selected by adriggh the least bias, or least rejec-
tion, but with a good beam gas (BG) rejection (beam gas issxgdl in chapter 2). The definition
of a MB trigger is detector dependent. Possible MB trigger8LICE, some of which were used

for online data taking, are defined and shown in table 5.1.

The two VO trigger conditions used here are VOOR and VOAND:
VOOR =VOA orV0OC
VOAND = VOA and VOC.

The Global Fast Or (GFO) is the trigger input obtained from 8PD (see section 2.3). Combi-
nations of these trigger inputs are used to formulate MByergconditions. For example, in the
first MB trigger, MB1, a hit in any of the pixels or in either dfé VO disks satisfies this condition
as long as the interaction was not a BG event. This is the moktsive MB trigger condition as

it is the “OR” of all three inputs, the GFO, VOA and VOC. On thiher hand, the least inclusive
MB trigger condition is MB3 which is the “AND” of the three ings. The SPD and TPC trigger
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Table 5.1:Trigger definitions.

MB1 = (GFO or VOOR) and8G
MB2 = (GFO and VOOR) an&G
MB3 = (GFO and VOAND) andG
SPD = at least 1 SPD tracklet
PIX1 = at least 1 fired chip in the pixels
PIX2 = at least 2 fired chips in the pixels
TPC =atleast 1 TPC track

conditions require at least one reconstructed trackldierPD and track in the TPC respectively.
The two pixel triggers PIX1 and PIX2 require at least 1 and&ffichips in the SPD respectively.

Track and tracklet reconstruction, and the pixel triggerexplained in sections 2.4.1 and 2.2.2.

It is necessary to estimate what fraction of the inelastissfrsection we take with different MB
triggers. These estimates are model dependent, hence adsampbetween PYTHIA 6 [11] and
PHOJET [12] is essential. The efficiencies at 900 GeV and Be¥6quoted in this chapter were
calculated on samples of 280,000 events generated by PHRIEZ&nd PYTHIA 6.4.14 with the
D6T tune [73]. The efficiencies quoted at 7 TeV were calcalaie samples of 2,000,000 events
generated by PHOJET 1.12 and PYTHIA 6.4.14 with the PerQdiaze [74], and 160,000 events
generated by PYTHIA 8.145 [72]. All samples have been rettooted with the magnetic field in
the ALICE dipole magnet of 0.5T.

The statistical error is calculated as

roc roc
\/ eBoC(1— B

NProcGEN

whereel™ is the trigger efficiency of a particular process type &fI°°CEN is the number of

events of that process type generated by the MC event gene#dt errors quoted in the tables

that follow are statistical errors, unless otherwise state

Tables 5.2 and 5.3 give the trigger efficiencies for PYTHIAMI #HOJET at 900 GeV respec-
tively. The percentages in brackets give the fraction ofasic events of that particular type at

this energy. In these tables NSBDD + ND + CD and INEL= SD+ DD + CD+ ND. Note that
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thereis no CD in PYTHIA.

Table 5.2:900 GeV, PYTHIA 6 MB trigger efficiencies expressed as petages. Statistical errors that appear as
0.0 are less than 0.05.

Trigger | SD (22.4%)| DD (12.2%)] ND (65.4%)| NSD INEL

MB1 | 77.0.0.2 | 91.5£0.1 | 100.0:0.0 | 98.740.0 | 93.8:0.0
MB2 | 49.0:0.2 | 54.9£0.3 | 98.3:t0.0 | 91.5:0.1] 82.0:0.1
MB3 | 27.6t0.2 | 35.1£0.3 | 96.7+0.0 | 87.140.1] 73.740.1
VOAND | 29.1t0.2 | 49.1t0.3 | 98.1£0.0 | 90.4:0.1| 76.740.1
SPD | 45.4:0.2 | 49.3:0.3 | 96.5t0.0 | 89.1+0.1]| 79.3:0.1
PIXI | 54.3t0.2 | 62.9:0.3 | 99.1t0.0 | 93.4:0.1| 84.6:0.1
PIX2 | 49.8:0.2 | 55.4:0.3 | 98.3t0.0 | 91.6:0.1] 82.2:0.1
TPC | 43.0:00.2 | 46.000.3 | 94.9:0.1 |87.2:0.1] 77.3:0.1

Table 5.3:900 GeV, PHOJET MB trigger efficiencies expressed as peagest Statistical errors shown as 0.0 are
less than 0.05.

Trigger | SD(19.1%)] DD (6.3%) ] CD (2.0%) | ND (72.5%)| NSD INEL

MB1 | 86.1£0.1 | 97.9t0.1 | 98.3:0.2 | 100.0:t0.0 | 99.8:0.0| 97.2:0.0
MB2 | 59.2t0.2 | 76.5t0.3 | 69.5:0.6 | 99.4t0.0 | 96.9+0.0] 89.7+0.1
MB3 | 33.9t0.2 | 65.8:0.4 | 26.8:0.6 | 97.9t0.0 | 93.6:0.1] 82.2:0.1
VOAND | 34.4:0.2 | 77.140.3 | 27.5:0.6 | 98.3:0.0 | 94.9t0.1| 83.3t0.1
SPD | 55.6£0.2 | 71.3t0.3 | 70.3:t0.6 | 98.1-0.0 | 95.3t0.0| 87.7£0.1
PIXI | 63.5:0.2 | 81.4-0.3 | 83.4:0.5 | 99.7-0.0 | 97.9:0.0| 91.3:0.1
PIX2 | 59.3t0.2 | 76.6:0.3 | 76.6:0.6 | 99.5-0.0 | 97.1£0.0 | 89.9:0.1
TPC | 53.7:0.2 | 68.6t0.3 | 68.9:0.6 | 96.8t0.0 | 93.8:0.1 86.2:0.1

The triggering efficiency for ND events is close to 100% beeanof the nature of the final state of
ND events. For the same reason, the higher percentage aflawetrtriggered in the case of SD
events compared to DD events is justified. In all cases, thé MBger is the most efficient, as it
is the most inclusive trigger condition. Efficiencies in PBET are systematically higher than for

PYTHIA 6.

PYTHIA 6 generates events with diffractive mab&y) sampled from the full kinematic range, but
Myx > 0.15s (wheresis the CM energy of the collision) is unphysical due to thearehce condi-
tion. This corresponds to 15%, 12% and 11% of the SD crossesscat CM energies 900 GeV,
2.36 TeV and 7 TeV respectively.
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Restricting the range of invariant masses to the physicpabreleads to<S 1% change in the in-

elastic trigger efficiency using the MB1 trigger.

Table 5.4:2.36 TeV, PYTHIA 6 MB trigger efficiencies expressed as petages. Statistical errors that appear as
0.0 are less than 0.05.

Trigger | SD(21.1%)| DD (12.8%)| ND (66.1%)| NSD INEL

MB1 | 74.0:0.2 | 89.1t0.2 | 100.0:0.0 | 98.2£0.0 | 93.1:0.0
MB2 | 50.9:0.2 | 56.6t0.3 | 98.5:0.0 | 91.740.1] 83.1+0.1
MB3 | 32.2t0.2 | 36.3:t0.3 | 97.1+0.0 |87.2:0.1] 75.6:0.1
VOAND | 33.8£0.2 | 46.8t0.3 | 98.3t0.0 | 89.940.1 78.1£0.1
SPD | 46.950.2 | 51.1t0.3 | 96.8-0.0 | 89.4-0.1 80.4+0.1
PIX1 | 55.4:0.2 | 63.740.3 | 99.1t0.0 | 93.4:0.1| 85.4:0.1
PIX2 | 51.3t0.2 | 57.2:0.3 | 98.5t0.0 | 91.8:0.1] 83.3:0.1
TPC | 445:02 | 47.8:0.3 | 95.4:0.0 | 87.740.1 78.6+0.1

Table 5.5:2.36 TeV, PHOJET MB trigger efficiencies expressed as péages. Statistical errors that appear as 0.0
are less than 0.05.

Trigger | SD (16.0%)] DD (5.7%) | CD (1.8%) | ND (76.6%)] NSD INEL

MB1 | 82.6:0.2 | 96.2:0.4 | 98.0£0.2 | 100.0:0.0 | 99.740.0 | 97.0+0.0
MB2 | 58.740.2 | 74.1:0.4 | 68.5:0.7 | 99.5:0.0 | 97.1:0.0 | 91.0+0.1
MB3 | 37.2:0.2 | 62.0:0.4 | 28.9:0.6 | 98.4:0.0 | 94.4:0.0 | 85.3:0.1
VOAND | 37.8:0.2 | 71.6:0.4 | 29.6:0.6 | 98.8:0.0 | 95.5:0.0 | 86.2:0.1
SPD | 55.4:0.2 | 69.1:0.4 | 67.8:0.7 | 98.3t0.0 | 95.6:0.0| 89.2£0.1
PIXI | 62.5t0.2 | 79.1:0.3 | 80.2t0.6 | 99.740.0 | 97.9+0.0| 92.3:0.1
PIX2 | 58.8£0.2 | 74.2£0.4 | 73.740.6 | 99.5:0.0 | 97.2t0.0| 91.1+0.1
TPC | 53.6:0.2 | 66.900.4 | 65.5:0.7 | 97.0:0.0 | 94.3:0.0 | 87.8:0.1

Tables 5.4 and 5.5 show the trigger efficiencies for the sarBetiigjgers at a CM energy of
2.36 TeV, and tables 5.6 and 5.7 show trigger efficienciesCGitlaenergy of 7 TeV for PYTHIA 6
and PHOJET respectively. Comparing tables 5.4 and 5.5¢i¢éa&r that, again, the triggering effi-
ciency estimates are systematically higher in PHOJET th&YITHIA 6 for the same CM energy.
This is caused by the different efficiencies for diffractevents. For SD events they are higher
for PHOJET by~10-20% while for DD the difference is larger. This is a conseace of the dif-
ference in the diffractive mass distributions (see figu Hetween PYTHIA 6 and PHOJET at
small values oMx - PYTHIA 6 enhances low diffractive mass events that haveruitiplicity,

a large rapidity gap and are undectable in ALICE. ALICE hasoceptance for invariant masses
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smaller than 10[GeV] [75]. Another reason is the higher iplttities in diffractive events in
PHOJET arising from the hard diffractive component, coregao PYTHIA 6, which lacks a de-
scription of hard diffraction. The difference in efficieesibetween PYTHIA 6 and PHOJET gets
smaller with CM energy and increasing multiplicities. ThOAND trigger selects NSD events
and hence is sensitive to diffraction, highlighting thefeténces in efficiencies between PYTHIA

6 and PHOJET.

Comparing PYTHIA 6 at different energies in tables 5.2 antidnd 5.6, shows that triggering
efficiency increases with energy. The reason is again beazfuscreasing multiplicities with CM

energy.

Table 5.6:7 TeV, PYTHIA 6 MB trigger efficiencies expressed as percgesa Statistical errors that appear as 0.0
are less than 0.05.

Trigger | SD(19.2%)| DD (13.0%)| ND (67.8%)| NSD INEL

MB1 | 72.8£0.1 | 87.5:t0.1 | 99.9£0.0 | 97.9+0.0 93.1£0.0
MB2 | 50.9:0.1 | 57.0:0.1 | 98.5:0.0 | 91.8:0.0| 84.0+0.0
MB3 | 35.1+0.1 | 38.2£0.1 | 97.1+0.0 | 87.6:0.0] 77.6:0.0
VOAND | 38.0t0.1 | 47.8t0.1 | 98.0£0.0 | 90.0+0.0| 80.0:0.0
SPD | 45.9t0.1 | 50.6:0.1 | 96.6£0.0 | 89.2:0.0] 80.9:0.0
PIXI | 56.1£0.1 | 64.6:0.1 | 99.1t0.0 | 93.6:0.0| 86.4:0.0
PIX2 | 515t0.1 | 57.740.1 | 98.5t0.0 | 92.0:0.0| 84.2:0.0
TPC | 26.7£0.1 | 27.2t0.1 | 89.10.0 | 79.1+0.0| 69.1+0.0

Table 5.7:7 Tev, PHOJET MB trigger efficiencies expressed as percestastatistical errors expressed as 0.0 are
less than 0.05.

Trigger | SD(13.8%)] DD (5.1%)| CD (1.7%) | ND (79.4%)| NSD INEL

MB1 | 78.7£0.1 | 94.2:0.1 | 95.7£0.1 | 100.0:0.0 | 99.6:0.0 | 96.7+0.0
MB2 | 57.2£0.1 | 72.1:0.1 | 66.7£0.3 | 99.3:0.0 | 97.1:0.0 | 91.5:0.0
MB3 | 39.8:0.1 | 59.5:0.2 | 34.3:0.3 | 98.4:0.0 | 94.9:0.0 | 87.3:0.0
VOAND | 40.5:0.1 | 67.8:0.1 | 35.2:0.3 | 98.9:0.0 | 95.8£0.0 | 88.2:0.0
SPD | 54.0:0.1 | 66.9:0.1 | 64.0:0.3 | 97.80.0 | 95.3:0.0| 90.0£0.0
PIXI | 60.4t0.1 | 76.4:0.1 | 75.5t0.2 | 99.6:0.0 | 97.8:0.0| 92.6:0.0
PIX2 | 57.3t0.1 | 72.2£0.1 | 69.740.2 | 99.3:t0.0 | 97.1+0.0| 91.6£0.0
TPC | 43.9£0.1 | 51.9:0.2 | 45.6:0.3 | 91.0:0.0 | 87.8:0.0 | 81.740.0

Additionally, table 5.8 shows the trigger efficiencies feents generated by the PYTHIA 8 MC

generator. Itis interesting to note the differences betwables 5.6 and 5.8 that show trigger effi-
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ciencies in PYTHIA 6 and PYTHIA 8 respectively. In generaljger efficiencies are consistently
higherin PYTHIA 8 than in PYTHIA 6 for NSD and inelastic evenirigger efficiencies depend
on the fractions of processes and their kinematic distidouin phase space, as described in the
section below. The fractions in PYTHIA 8 are the same as in RMI6, while the hard diffrac-
tive kinematics in PYTHIA 8 are similar to PHOJET. The ovetagger efficiencies in PYTHIA

8 are a combination of both the features. Note that the 8tatisincertainties on the efficiencies

guoted in table 5.8 are higher than those in table 5.6 bea#Huke limited statistics in PYTHIA 8.

Table 5.8:7 TeV, PYTHIA 8 MB trigger efficiencies expressed as percgesa Statistical errors that appear as 0.0
are less than 0.05.

Trigger | SD(19.1%)[ DD (13.0%)[ ND (67.9%)]| NSD INEL

MB1 | 71.6:0.3 | 86.3:t0.2 | 100.0E0.0 | 97.80.0] 92.8:0.1
MB2 | 53.6:0.3 | 59.4t0.3 | 99.8:0.0 | 93.3t0.1] 85.740.1
MB3 | 37.4:0.3 | 38.9t0.3 | 99.4t0.0 | 89.740.1] 79.740.1
VOAND | 37.700.3 | 45.0:0.3 | 99.6:0.0 | 90.850.1] 80.7+0.1
SPD | 50.9t0.3 | 55.2t0.3 | 98.70.0 | 91.7+0.1| 83.9£0.1
PIXI | 56.0:0.3 | 63.50.3 | 100.0:0.0 | 94.1:0.1| 86.8£0.1
PIX2 | 53.70.3 | 59.5t0.3 | 99.8:0.0 | 93.3:0.1 85.7£0.1
TPC | 44.4:0.3 | 45.4t0.3 | 94.7:t0.1 | 86.8:0.1] 78.740.1

5.2 Trigger Efficiencies and Fractions

The trigger correction takes into account the first threeseasiof bias in equation (5.1) giving us

Ntriggered
Ngenerated'

DD (dd) and ND fd)). The exact cross-sections of SD, DD and ND events are rawkrand the

However, these numbers depend on the fractions of theeliffgrocess types (SRB(),

trigger efficiencies for the different types of processeasdifferent as shown above. The lack of
knowledge of the different process types introduces modpeddence in the efficiency estimate
of the process type fractions. The correction we implemepedds on the values of cross-sections
and the generator we use. To study the systematic effecteamtidel dependency, we identify
two areas in which models could differ: cross-sections anérkatics. The MC generators we
use to study systematic effects are PYTHIA 6 and PHOJET.igrsttction, CD is included in ND

unless specified.
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The number of events generated by a MC model is

NGEN — NndGEN+ NSdGEN+ NddGEN

The number of interactions triggered by a trigger tylpis
Nr = NP9 Ngd - Nl

The trigger efficiency for a trigger typ€ is given by

EVENT NT B N?d NndGEN N'Is'd NsdGEN N_lc_id NddGEN (52)

€T o NGEN o NNdGEN NGEN + NSAGEN NGEN + NJdGEN NGEN -

where,
o NCENs the number of generated events,
¢ Ny is the number of events selected by trigger
o NPOCGEN|s the number of generated events for process typescE nd,dd, sd) and
o NP is the number of events for the process types above selegtedjger T.

The overall trigger efficiency for a triggdr can be factorized as

E-IFVENT:€-r|‘-dfnd—|—€-s|-df8d+8-?-dfdd (53)

into a part that is dependent on the cross-sections of tierelift process types and another that
depends only on the detector acceptance and kinematitdistns of particles for the different
process types given by the model. In equation (5t8)°C is the process type fraction a8

is the trigger efficiency for that process type, taking into@unt the first three terms of equation

(5.1). These are given by

rocGEN proc
fproc _ NP and 8_lpzroc_ I\IT

NGEN ~ NProcGEN’ (5.4)
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Model kinematics are folded with detector acceptance inéoprocess type efficiencied™ for

each triggei we define.

The corrected number of collisions taken with trigger typis calculated as

DATA

NF
N = cEVENT (5:5)
=

whereNPATA s the number of events in data selected by trigher

5.3 Systematics on multiplicity

The systematic uncertainty on all measured quantitiesripen the trigger typd. However,
there are other factors that contribute to the systematemainty of a particular quantity. For
example, in the case of a measurement of the charged pat#iokaty, a correction on the number
of tracks has to be applied. The following section discubs@gssuch a correction on the number

of tracks can be applied.

The number of tracks generataEN) by a MC model inN®EN generated interactions is

AGEN _ NdGEN | SdGEN, ,ddGEN
The number of tracks selectedlr{) by a triggerT in Ny triggered interactions is

nr = nf9 4+ 34 ndd.

Here,nPCEN andnf™ are the number of generated and selected tracks respgctiviiie indi-

vidual process types: NIn¢l), SD (sd) and DD (d).

The uncorrected average multiplicity is given jpy=  wheren is the number of measured tracks

andN is the number of triggered events. Similarly, the averag#ipiicity for tracks generated for
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. . . . . procGEN
process typgrocin N¢EN interactions is given byP°CEN— Teorr. The uncorrected average

multiplicity for tracks selected with a trigger typk for process typgroc in Nt interactions is

proc

given byp?® = S, The procedure to calculate track efficiencyNm events selected with a
T

triggerT is similar to that of event efficiency given in equation (5aRd is given by

TRACK__ N1 9+ n3f 4 ng (5.6)
& T \GEN ~ qndGEN sdGEN ddGEN '
B epl_dundGEand+§rdusdGENfsd+e_cli_d“ddGENfdd
undGENf nd + usdGENfsd+ uddGENfdd
where
proc
aProc _ Ny
T = nGEN
is the average track efficiency in events triggeredby
The corrected number of tracks selected by triggén N interactions is given by
cor n-l?ATA
T
wheren2ATA s the number of tracks in the data sample selected by thgetriy
Using equations 5.5 and 5.7, the corrected average maultipfor a triggerT is given by
geq
T
cor _ N§ AR el ent (5.8)

M = = .
N_Iqor N_II_DATA e¥ RACK
. - EVENT - - - -
Therefore, the final correction fact% on the triggered multiplicitytr depends on
T
1. cross-sections for various processes through procassansf Proc,
2. multiplicity of processes throughtf™° and

3. kinematics of processes througfi°® andeP™¢,

The first two contributions are model dependent with no ddpane on the detector, while the

third factor depends both on the model and the detector, eslétector doesn’t cover the full
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phase space.

The relative fractions of SD and DD everit& and f99 are being measured in ALICE [75, 76]
and the first set of results are available at [76]. To estintlagesystematic uncertainty from
cross-sections, the SD, DD and ND fractions are varied vkakping the total number of events
constant and the variation of mean multiplicity is studiédsuming thatfd and 99 are inde-
pendent of each other, all the possible values of the frastare scanned, bearing in mind that
fnd 4 fsd_ fdd — 1 |n this method we change the fraction of SD eventxland the fraction
of DD events byy. " also changes to keep the total number of events constantchiareged
fractions of the different process types are given by theatiqos (5.9), wherd} * is the default

fraction for procesgrocin the event generator:

fsd _ std, fdd _ yfdd, fnd —1_ de_ fdd‘ (59)

Figures 5.1 and 5.2 show how varying the fraction of diffre&events changes the corrected mean
multiplicity for events selected by the MB1 trigger at a CMeegy of 900 GeV and 7 TeV respec-
tively. 39 andf99 are on thex andy axes respectively. On tteaxis is the fractional change in the
corrected mean multiplicity density from that calculatedree MC generator’s default fractions

(fsdand f§9).

In each plot the default fractions of SD and DD events for PYA'E are shown as the inverted
triangle and for PHOJET as the regular triangle. In the 7 Tase¢ both PYTHIA 6 and PYTHIA
8 have the same default fractions, shown in the plots as “F)XTH

The plots show that the mean multiplicity is higher for lowalues offSd and f9 (i.e, where
74 is high), consistent with the models they are based on. 1988GeV case, using PYTHIA
6 kinematics and “correcting” with PHOJET default fractomcreases the mean multiplicity
by less than 1.5% compared to using PYTHIA 6 kinematics an@H& 6’s default fractions.
Whereas, the change in mean multiplicity is around 0.5% WPd@JET’s kinematics are “cor-
rected” with PYTHIA 6’s default fractions. In the 7 TeV cagbe mean multiplicity changes by
less than 3% irrespective of which kinematics model is ugedexplanation could be an increase

in multiplicity with CM energy in all models.

78



¥V PYTHIA6
A PHOJET
.22

0.18 0.19 0.2 0.21 0 0.23 0.24 ™
fsd
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Figure 5.1:Systematics plots with MBL1 trigger at a CM energy of 900 Gehe Triangle and the inverted triangles

show the default fractions in PHOJET and PYTHIA 6 respedttivehe difference between these two points gives an
estimate of the systematic uncertainty due to the modelrdgrece of the fractions of SD and DD events.

It is interesting to see that at a given energy, for the sametitmsfsd and 99 for PYTHIA 6
and PHOJET in figures 5.1(a) and 5.1(b), the mean multiglmit thez-axis is different. These
differences arise from the differences in the kinematic etedsed in the MC generators. A com-

parison and description of the models is presented in 3.2.3.

5.4 Estimate of trigger efficiency and systematics on multilc-
ity measurement for ALICE publication

The methods described above have been used to calculafertefficiencies and as a cross-check
on values of systematic error introduced on charged-panuseudorapidity density published in

the initial physics publications of ALICE [4, 5]. The triggefficiencies have been calculated,
and the systematic error on the pseudorapidity distriloutias been estimated in this section at

900 GeV and 2.36 TeV.

5.4.1 Trigger Selection Efficiency

In the analysis presented in the first two ALICE physics pafpér 5], measured fractions of SD

and DD events are used to normalise ALICE results to inelastd NSD event classes. UAS5 [77]
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Figure 5.2:Systematics plots with MB1 trigger at a CM energy of 7 TeV. T@ngle and the inverted triangles

show the default fractions in PHOJET and PYTHIA 6 respedttivEhe difference between these two points gives an
estimate of the systematic uncertainty due to the modelrapece of the fractions of SD and DD events.
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measurements fromp collisions are used for the fractions at 900 GeV. These nreasents were
made in a diffractive mass rangeMf < 0.05s. Since there is a small increase of the relative SD
and DD fractions with energy, the closest measured frastadi.8 TeV were used for the analysis
at 2.36 TeV. For the SD fraction, SD cross-section measunésii®/ the E710 [78] collaboration
were used along with a measurement of the inelastic craggmadrom CDF and E811 experi-

ments [79]. The DD cross-section was obtained from CDF [80].

Table 1 from the second ALICE publication [5] provides pregéractions and selection efficien-
cies for different process types, and is reproduced in £2bl@ and 5.10. In table 5.9, the relative
fractions of SD and DD are experimental measurements. WHeefraction of SD events are var-
ied by 30% due to the uncertainty in the diffractive mass eaitige result stays within the quoted
systematic error [5]. The ND fraction is calculated as 159 — f49. The MBog and MBanp
triggers have been used for the analyses of the inelastidcN&il event classes at 900 GeV re-
spectively, and are equivalent to the MB1 and VOAND triggigBned in section 5.1. The trigger
used for the analyses of data@6 = 2.36 TeV is MBsppwhich is equivalent to the PIX1 trigger
in table 5.1.

Table 5.9:Relative fractions of SD and DD fractions from previous meaments used in the ALICE publication

[5].

Energy Experiment SD DD
900 GeV UA5 [77] 0.153+0.023 | 0.095+0.060
1.8TeV | E710 and CDF [78, 79] 0.159+0.024 | 0.107+0.031

Table 5.10:Selection efficiencies of different event classes using RMT6 and PHOJET generators [5].

Energy Trigger Generator || SD | DD | ND | INEL | NSD
PYTHIAG || 0.77| 0.92] 1.00| 0.95
000 Gev MBor (MB1)  —5H53ET 170.860.981 1.00| 0.97
MB o (VOAND) PYTHIAG || 0.29] 0.49] 0.98 0.92
AND PHOJET || 0.34| 0.77] 0.96 0.94

PYTHIAG6 || 0.55| 0.63| 0.99| 0.86 | 0.94
PHOJET || 0.62| 0.79| 0.99| 0.90 | 0.97

2.36TeV| MBspp(PIX1)
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The SD and DD efficiencies calculated in this thesis (tabl2s 5.5) are the same as those from the
ALICE paper [5] in table 5.10 and were used as an independess-«heck during the preparation
of the paper. The ND efficiencies in table 5.10 are the sumefXD and ND efficiencies shown

in the tables in section 5.1. The NSD and inelastic efficiesaire calculated as follows:

8i_I[leI _ fsd8§rd+ fddeﬁj-d-l- fndS-T—d

(NSD_ fddgdd | fndgnd
L fNSD
The NSD and inelastic efficiencies in table 5.10 were catedlasing the measuredd, f49 and

f"d from table 5.9.

5.4.2 Systematic uncertainty

A list of contributors to the overall systematic uncertgiimt the measurements of the charged-
particle pseudorapidity density and the multiplicity distition is listed in table 2 of the ALICE
publication [5] and partly reproduced in table 5.11. The moet described in section 5.3 was
used as an initial estimate of the uncertainty on the chapgeticle pseudorapidity density that
arises from varying the process fractions (contributiomiéfraction) and the kinematics (event-
generator dependence). However, it is important to notettiea systematics described in the
ALICE publication were estimated using SPD tracklets whiile estimates presented in the sec-
tion below use TPC tracks. Additionally, the estimates is gection are purely based on MC,
while in the paper, the systematic error was obtained byecting data with two different MC

models. Hence, they are not directly comparable but ilddstthe method used.

To estimate the uncertainty arising from the fraction ofrdiftive events, the kinematics in PYTHIA
6 and PHOJET are used with different fracticit§ and f99 as in section 5.3. Figures 5.3 and 5.4
show how changing the fraction of diffractive event&{and 99 on thex andy axes respectively)
changes the mean multiplicity with respect to that at thesuesd UA5 fractions (colour scale on
right panel) using the MB1 (MBr) and VOAND (MBanp) triggers respectively for PYTHIA 6

and PHOJET. The full circle shows the UA5 measured fractidiige upper limit on the uncer-
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Table 5.11:Contributions to systematic uncertainties from diffractand event-generator dependence in the mea-
surement of charged particle pseudorapidity density framAal CE publication [5].

Uncertainty 900GeV | 2.36 TeV
Contribution of diffraction (INEL) 0.7% 2.6%
Contribution of diffraction (NSD) 2.8% 2.1%

Event-generator dependence (INEL)+1.7% | +5.9%
Event-generator dependence (NSD)-0.5% +2.6%

tainty in mean multiplicity is estimated numerically as

o( 5% + ‘% o(f99) (5.10)

0

whereo( £59) anda(f99) are the errors on the measurement§¥fand f 49 from UAS [77] shown
in table 5.9. The open circles with respect to full circleswstihe change in mean multiplicity be-
tween the UAS fractions andd of the UAS fractions as in equation (5.10). Figure 5.3 shdves t
the mean multiplicity changes by a maximum of around 0.7%édase of PYTHIA 6 and 0.4%
in the case of PHOJET withirolof the UA5 measured fractions for inelastic events selegsiug
the MBL1 trigger. From figure 5.4, for the NSD event class geléasing the VOAND trigger, the
uncertainty in mean multiplicity is just over 4% in PYTHIA @@ around 3% in PHOJET.

0.16 0.17 0.18
fsd

(a) PYTHIA 6 (b) PHOJET

Figure 5.3: Systematics plots with MB1 trigger at a CM energy of 900 GeVifelastic events. The full circle
shows the measured UAS5 fraction and the open circle showvsflthe measured fraction which corresponds to the
uncertainty in equation (5.10).

Figures 5.5 and 5.6 are similar plots at 2.36 TeV using mealsk7 10 fractions from table 5.9 and
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0.15 0.16 0.17 0.18 . ) 0.15 0.16 0.17 0.18
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(a) PYTHIA 6 (b) PHOJET

Figure 5.4:Systematics plots with VOAND trigger at a CM energy of 900 GevNSD events. The full circle
shows the measured UAS fraction and the open circle showsflthe measured fraction which corresponds to the
uncertainty in equation (5.10).

the PI1X1 (MBspp) trigger condition for inelastic and NSD events respedyivEigure 5.5 shows
that the uncertainty from diffractive fractions in inelasevents at 2.36 TeV selected using PIX1
is around 1.7% in PYTHIA 6 and just over 1% in PHOJET. For thdON&ent class, from figure
5.6, the uncertainty estimate using PYTHIA 6 is just over 3% asing PHOJET is around 3%.

0.15 0.16 0.17

(@ PYTHIA 6 (b) PHOJET
Figure 5.5:Systematics plots with PIX1 trigger at a CM energy of 2.36 TeWinelastic events. The full circle

shows the measured E710 fraction and the open circle sbosfghe measured fraction which corresponds to the
uncertainty in equation (5.10).

To estimate the dependence on event generator kinema¥id$JIR 6 was corrected with PHO-
JET efficiencies and measured fractions. For the case afstielevents at 900 GeV selected with

the MBL1 trigger, the difference in mean multiplicity usin PHIA 6’s kinematics is +3.1%, and
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Figure 5.6: Systematics plots with PIX1 trigger at a CM energy of 2.36 ie¥ NSD events. The full circle

shows the measured E710 fraction and the open circle shanaf the measured fraction which corresponds to the
uncertainty in equation (5.10).

for the NSD event class selected with the VOAND trigger, is5%2. Similarly, at 2.36 TeV using
the PIX1 trigger, the difference in mean multiplicity obtad using PHOJET's efficiencies com-
pared to that obtained using PYTHIA 6’s efficiencies is +4 f8¥inelastic events and +3.4% for
the NSD event class.

These estimates are summarised in table 5.12. They werdata@ld before data were available as
a “dress-rehearsal” for the published analyses. In the A pQblication [5], tracklets were used
for multiplicity measurements along with a more thorougfiedential approach in multiplicity
to estimate the systematic uncertainty in the chargedgbeupseudorapidity density distribution.

The systematic uncertainty estimates obtained by bothadstare comparable.

Table 5.12:Contributions to systematic uncertainties from diffractand event-generator dependence in the mea-
surement of charged particle pseudorapidity density.

Uncertainty 900 GeV 2.36 TeV
Contribution of diffraction (INEL) | 0.4% to 0.7%| 1% to 1.7%
Contribution of diffraction (NSD) 3% to 4% 3%

Event-generator dependence (INEL) +3.1% +4.3%
Event-generator dependence (NSP) +2.5% +3.4%
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5.5 Summary

Triggers are not 100% efficient. Hence, trigger correctioesd to be applied, which are different
for different triggers and event classes. Since triggeremions are model dependent, PYTHIA
6 and PHOJET generators, which differ in both the fractiohgiifractive events and their kine-
matics, are compared. In order to separate the contribaitmmards systematic uncertainty on a
measurement (eg, the mean multiplicity), from fractiond &mematics, we vary fractions with
the kinematics from the same model. When fractions in theevemt generators are identical, the
difference in trigger efficiencies is purely due to a diffece in the kinematics of the models. A
kinematic comparison of PYTHIA 6 and PHOJET is presenteceatisn 3.2.3.

At a given energy PHOJET efficiencies for diffractive eveares higher than those for PYTHIA 6.
This is because PHOJET has a hard diffractive componenie WNMTHIA 6 does not. Comparing
efficiencies in the same generator at different energieaskiwat efficiencies increase with energy

as charged particle multiplicities also increase.

This chapter also presents an estimate of the uncertaintyeonumber of charged particle tracks
using the kinematics model of one generator with the defaadtions of another, while varying
the diffractive cross-section. For inelastic events at@e¥ selected using the MB1 trigger, the

uncertainty is between 2%-6%, while the uncertainty is u8efor the same event class at 7 TeV.

For the first ALICE publications, measured fractions of SRI &D were taken from previous
experiments and two models, PYTHIA 6 and PHOJET, were usé@08.GeV, the efficiency of
selecting inelastic events using the MBL1 trigger is 95%-%## the efficiency for selecting NSD
events with the VOAND trigger is 92%-94% depending on theneégenerator used. In the case
of 2.36 TeV, the efficiency of selecting inelastic eventsxgghe PIX1 trigger is 86%-90% and
that for NSD events using the same trigger is 94%-97%. Thei@fities presented in section 5.1
were used in the first ALICE publications. A method to estinsystematic uncertainties from
fractions and kinematics was presented in section 5.4. Tieertainty due to the relative frac-
tions of diffractive events is between 0.4% and 0.7% in tledaistic event class and 3%-4% in the

NSD event class at 900 GeV. At 2.36 TeV, the systematic uaicgytdue to the relative fractions
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of diffractive events is between 1%-1.7% and around 3% feritielastic and NSD event classes
respectively. The uncertainty due to the kinematic modetee MC generators used is estimated

as 2.5%-3.1% at 900 GeV and 3.4%-4.3% at 2.36 TeV respegtvethe two event classes.
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CHAPTER®G

DIFFRACTIVE DATA IN ALICE

This chapter describes the final part of my thesis work andpayes MC models to data en-
hanced in SD diffraction. Data are initially selected withddfline trigger with a high acceptance
for diffractive events and a low acceptance for non-diffirsecevents. Standard ALICE track and
vertex selection cuts are applied to this sample. Transva@mentunpr, pseudorapidity) and
charged particle multiplicity distributions of this diffctive sample are then compared to similar
distributions obtained by projecting MC models onto datdis$ying the same offline trigger con-
dition. The distributions from MC generators are ‘correttir detector effects and compared to
uncorrected data. A partial study of systematic effectddess performed. Systematic uncertain-
ties on the comparison are estimated by examining track anéxcuts only. Possible additional
sources related to the detector have been considered inLili&EApublication [5]. No systematic

uncertainty on the MC models is assigned as uncorrectecadatzompared to models directly.

The chapter starts off by examining potential offline triggeThis is followed by a discussion
of the data that are being analysed along with the offlingg&ighat enhances diffraction. The
next section examines the standard ALICE track and vertesx camparing data and MC for each
of the variables. Then, the cuts that are used are variedradédffect on the resultingr, n
and multiplicity spectra is taken as a measure of the systemiacertainty. Finally, correlations
between these variables are estimated to combine undetaimhepr, n and multiplicity distri-

butions of data and MC are presented with a total systemadgertainty.
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6.1 Selection of a diffractive sample

Diffractive events produce more patrticles in the forwardioas in pseudorapidity and are char-
acterised by a rapidity gap that depends on the diffractiaesniix) asAn = —In(M>2(/s). SD
events have an asymmetric topology with more activity on side ofn than the other, while
DD events produce activity on both sidesrpfHowever, both SD and DD events have a rapidity
gap. Keeping this topology in mind, four new triggers for sade of diffractive studies are shown
in table 6.1. In the section, “trigger” refers to an offlindexdion of diffractive events. The diff
trigger is defined so that it selects both SD and DD eventsDti# trigger requires a hit in both
the VO counters, so it should select DD events; the Sdiffergequires a hit in only one of the
VO counters, so it should select SD events. All these trigigequire no hit in the SPD, imposing
a rapidity gap of 1.6 units at central rapidity. The MBVOdifigger on the other hand does not
impose a rapidity gap at mid-rapidity. However, it is an asyetric trigger intended to have a
high selection efficiency for SD events. For each of theggéiis, we calculate the efficiencies
for the different process types using the generators PYT6IRYTHIA 8 and PHOJET at a CM

energy of 7 TeV. The MC event samples used here are the samelaapter 5.

Table 6.1:Diffractive trigger definitions.

diff = GFO and VOOR
Ddiff = GFO and VOAND
Sdiff = GFO and VOOR an&¥0AND
MBVOdiff = (VOA or VOC) and MB1
(MB1 = SPD or VOOR)

Table 6.2 shows the efficiencies (given zt%?oc in equation (5.4)) for the four diffractive triggers
defined in table 6.1. The SD and DD efficiencies for all diffnaetriggers are clearly higher than
for ND events. The Sdiff trigger is more inclusive comparedte Ddiff trigger, and has similar
efficiencies for both SD and DD events. However, the Ddiffger clearly enhances DD events.
Among all the diffractive triggers considered, the MBV(@difgger has the highest efficiency for
selecting SD and DD events. It is also interesting to notettha is the only trigger among the

four diffractive triggers defined which still allows tracks the central region. This makes the
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Table 6.2:Diffractive trigger efficiencies at 7 TeV expressed as petages. Statistical uncertainties shown as 0.0
are less than 0.05.

Trigger | SD | DD | CD | ND | NSD | INEL
PYTHIA 6
diff [ 21.3:0.1] 29.8+0.1 1.4£0.0 | 6.0:0.0] 8.9£0.0
Ddiff | 2.9£0.0 | 9.7£0.1 0.9+0.0 | 2.3+0.0| 2.4+0.0
Sdiff | 18.4£0.1| 20.1£0.1 0.5+0.0 | 3.6£0.0| 6.5£0.0
MBVOdiff | 34.0£0.1| 39.6£0.1 1.9£0.0 [ 8.0£0.0] 13.1£0.0
PHOJET
diff [ 21.4:0.1] 22.0:0.1] 30.0£0.2| 0.740.0 | 2.4+0.0] 5.130.0
Ddiff | 0.7£0.0 | 8.3£0.1 | 0.8£0.0 | 0.5£0.0 | 1.0£0.0| 0.9£0.0
Sdiff | 20.8£0.1 | 13.7+0.1 | 25.140.2 | 0.240.0 | 1.5+0.0| 4.130.0
MBVOdiff | 38.2£0.1 | 26.4:0.1| 60.6£0.3 | 1.10.0 | 3.7+0.0| 8.5:0.0
PYTHIA 8
diff [ 18.0:0.2] 26.8:0.3 0.2£0.0 [ 4.5+0.1] 7.13£0.1
Ddiff | 0.3£0.1 | 6.1£0.2 0.2£0.0 | 1.1+0.0 | 1.0£0.0
Sdiff | 17.7£0.2| 20.7+0.3 0.02:0.0 | 3.3+0.1| 6.130.1
MBVOdiff | 33.9£0.2 | 41.3t0.3 0.4+0.0 | 7.0+0.0 | 12.130.0

MBVOdiff trigger the obvious choice to study a sample of difftive events. Table 6.3 shows the
fraction of events of a particular process type ‘pro%ﬁs) and the fraction of triggered events
that are of a particular process typNe%{%) using all three event generators PYTHIA 6, PYTHIA
8 and PHOJET.

Table 6.3: Fractions of SD, DD and ND events in MBVOdiff triggered evensing MC models, expressed as
percentages. Statistical uncertainties shown as 0.0 ssetian 0.05.

MC model

proc

Nproc
Nevents

Nproctrig
Ntrig

PYTHIA 6

SD
DD
ND

19.3+£0.0
13.0+£ 0.0
67.7£0.0

50.8+ 0.1
39.3£0.1
99+0.1

PHOJET

SD
DD
ND
CD

13.8+£ 0.0
5.1+ 0.0
79.4+£0.0
01.7+£0.0

61.9+0.2
15.8+ 0.1
10.2+ 0.1
12.1+0.1

PYTHIA 8

SD
DD
ND

19.1+0.0
13.0£0.0
67.9+ 0.2

445+ 0.4
36.9+0.4
18.6+ 0.3
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It is seen in table 6.3 that while the fraction of single difftive events produced is between 14%



and 20 % depending on which MC model is used, about 45% to 628tecévents selected by
the MBVOdiff trigger are single diffractive. Over 60% of Cvents are triggered in PHOJET,

resulting in a 12% population of CD events in the sample ghred events.

6.2 Data selection

The data analysed in this chapter are from ALICE run 1258d®ected on the 12th of July 2010.
The choice of run is based on the understanding of detecttwrpgances both online and offline.
Data were collected at a magnetic field of 0.5T at a centre afsneaergy of 7 TeV. There were
6 interacting bunches per beam. The typical bunch intefisitgollisions was 0 x 10'° protons
per bunch resulting in a luminosity of around®6m—2s-1. The average number of interactions

per bunch crossingyj is 0.03.

Data were collected with a trigger (cintlb) requiring a mtthe SPD or in either one of the
VZERO counters, in coincidence with signals from the tworbgack up counters (BPTX). The

BPTX lie on either side of the interaction point and indictite presence of a bunch. A total of
2.1 million events were recorded at a rate of 640 Hz. Event®incidence with only one passing
bunch on each side (cintla and cintlc) and with no passinghasn(cintle) were also registered.
These “control triggers” can be used to measure the beaocéwlbackground. The background

fraction is defined as
cintlc+ cintla— cintle

Background= Gintib

Beam induced background is less thar B0~3% for the ‘cint1b’ trigger.

Once the data were collected and written to tape, the ‘offtfigVO0diff trigger was used to select
an event sample enhanced in diffraction. The beam inducekbbaund is less than 0.1% for the

MBVOdiff trigger calculated as

MBVOdiff and cintlc+ MBVOdiff and cintla— MBVOdiff and cintle

Background= MBVOdif
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The following analysis is based on 2 million events of datiéected by ALICE, 2 million events
generated by PYTHIA 6 and PHOJET, and 160,000 events gexdratP Y THIA 8. Comparisons
are made between data and each MC model in multiplipityandn distributions. Poisson errors

are propagated bin by bin and all plots are normalised to timeler of events in data.

Figures 6.1 to 6.3 show the multiplicitgy andn distributions of events selected with the MBVOdiff
trigger for both data and MC, with each process in MC showrassply. Inelastic events are la-
belled as ‘MC sum’. It is clear also from these figures thatNti&VvO0diff trigger selects mainly
diffractive events. The MC curves corresponding to SD, DB B are normalised to the relative
fraction of the process type. The multiplicity apg plots for PYTHIA 6 show a clear drop for

diffractive processes, highlighting the lack of a hard+diftive part in PYTHIA 6.

6.3 Track and vertex Cuts

The standard track cuts recommended for the selectionwigoyi tracks in the analyses of pp data
ensure that tracks are selected with at least one point i The distance of closest approach
(DCA) between the track and the primary vertex is used torobttte background and the number
of secondaries selected, using the projections of the DCia@rtransverse plane relative to the
beam (DCAXY ordg) and in the direction of the beam (DCAZ). The transverse ichparameter
of a track is the projection of the vector connecting the jamyrnvertex and the point of the track’s
closest approach to the vertex, on the plane perpendiauthetbeam. The transverse impact pa-
rameter with respect to the primary vertex must be smallem ffo of the resolution for this track.

In addition to the standard TPC and ITS quality cuts (TPSRefit ITSRefit), the recommended

TPC track quality cuts for these data listed below are imeletad.

The track cuts for the TPC are:

1. Minimum number of clustersMinNClustersTP{is 70.
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Figure 6.1: Multiplicity distributions of data and MC selected with tiBVOdiff trigger for different process
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2. Maximumy? per cluster KlaxChi2PerClusterTPYs 4.

The primary vertex, in the first instance, is obtained fromeEvSummary Data (ESD) global
tracks. If the ESD vertex is not reconstructed, a vertex ftbemSPD tracklets is used. If unsuc-

cessful, finally, a TPC vertex is used.

The track-to-vertex cuts are:

1. pr-dependent cut on transverse impact paranwisuch that

|do| < 7(0.0026 cmi-0.0050 cny pk-01) wherepr is in GeVic.

2. Maximum DCAZ (MaxDCAToVertexYis 2 cm.

In addition, only tracks wittpr > 150MeV/c and|n| < 0.8 are considered.
Table 6.4 shows the fraction of events selected by the MBW@uyger, with at least one track
that passes the cuts above. The values in this table reptasgropulation of the different process

types in figures 6.1 to 6.3.

Table 6.4:Fraction of events triggered by the MBVOdiff trigger pagsthe track and vertex quality cuts, expressed
as percentages. Statistical errors of 0.0 are less than 0.05

MC model | proc | > 1 track & MBVOdiff
PYTHIA6 | SD 45.0+ 0.2
DD 37.4+0.2
ND 18.4+ 0.2
PHOJET | SD 53.0+ 0.3
DD 14.2+ 0.2
ND 19.3+0.2
CD 13.5+ 0.2
PYTHIA8 | SD 50.4+ 0.9
DD 43.8+ 0.8
ND 5.8+ 0.3

After these track and vertex cuts, the MBVOdIff trigger st$4.3%, 3.0% and 4.3% of generated
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events that satisfy the cintlb trigger in PYTHIA 6, PHOJET® &Y THIA 8 MC models respec-
tively compared to 3.5% of MB data recorded with the MBVOdiiffger.

6.4 Systematic uncertainty on the measurements

The detection efficiency depends on many factors, like thatipa of the interaction point or
vertex and the momenta of particles produced in the intemactlo estimate the systematic un-
certainty on measurements due to track and vertex recatisin each variable that appears in
the track and vertex cuts is plotted for data and MC. For tivasables where data and MC differ
significantly, the difference between different cuts onshee variable is taken as an estimate of

the systematic uncertainty on that variable.

6.4.1 Track Cuts

In this section various track related variables are plottediata and MC, for events that satisfy
the cintlb trigger and for those that satisfy the MBVOdiffidictive trigger, looking at the data as
a whole and in particular at the diffraction enriched sample

Figures 6.4(a) and 6.4(b) show the distribution of the nundjeclusters in the TPC detector
(NClustersTPCfor events that satisfy the cintlb described in sectiona®@ MBVOdiff trigger
conditions respectively. The recommended cut on the mimmumber of TPC clusters for a
track is set at 70. There is good agreement among the three bifelsn Data and MC are in
good agreement in the most populated regions oN@&ustersTP(lot, while there is 20% dis-
crepancy in the tails of the distribution. As an estimateystematics, thgr, n and multiplicity
spectra for MC, that satisfy the MBVOdiff trigger, are comgeé at differentNClustersTPCuts.

In figure 6.5 the cut on the minimum number of TPC clustersasdased to 75 and multiplicity,
pt andn distributions are compared with those at the standard ct@ oT hese estimates are made
using the PHOJET model. There is no systematic effect onlitkerged shape. The difference in

absolute normalisation from changing the cut is less tha%0.
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Figure 6.4:Distributions of number of TPC clusters. The bottom panelghthe ratio of MC and data.

The next variable to consider is the maximy@per TPC clusterNlaxChi2PerClusterTPL The
recommended cut on this variable is 4. Figures 6.6(a) antbpshow thex? per TPC cluster
distributions for events that satisfy the cintlb and the MBI\ trigger conditions respectively.
The distributions appear to be shifted by 0.4 units. Theesgatic uncertainty is estimated by
varying thex? per cluster of the TPC from 4 to 4.4 for events satisfying thB\Idiff trigger.
Figure 6.7 shows the effect of this cut on the measyrgdn and multiplicity spectra using the
PHOJET model. Changing the maximuygh per TPC cluster cut has no effect on the shape of
the pt, multiplicity andn distributions. The uncertainty from the absolute nornsian of the

number of events is negligible.

6.4.2 \ertex Cuts

Although there is no explicit cut on the vertex, the positi@i the reconstructed vertices in data
and MC are compared as they may affect the charged-partisiebdtion of events satisfying
the MBVOdIff trigger. The primary vertex can be reconstegfrom information from different

detectors. The three reconstruction methods available are
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Figure 6.6:Distributions ofx? per cluster in the TPC. The bottom panel shows the ratio of MCdata.

1. PrimaryVertexTracks - reconstruction after trackinging ESD tracks with points in the

ITS and TPC

2. PrimaryVertexSPD - reconstruction before trackingngsiorrelations of SPD points

3. PrimaryVertexTPC - reconstructed after tracking, usiRgC-only tracks

The vertex reconstructed for data and MC in this study useditst successful reconstruction

method among the above three methods, applied in the sarae &idures 6.8 to 6.10 show the

X, y andz positions respectively of the reconstructed primary venedata and MC for the cintlb

selection and the MBVOdiff selection of events for PYTHIA @YTHIA 8 and PHOJET. The

little peaks seen in figure 6.8 around -0.025 cm and in figu@ebétween 0.2 cm and 0.21 cm are

the default values assigned in the case of the failure of éneexer in all three methods above.

Figures 6.11 and 6.12 show the distributions of xtendy positions of the generated vertex in

the MC model PHOJET and the reconstructed vertices from thatiViC and data. The observed

shape of the reconstructed vertex is the effect of the bearstizont used in vertex reconstruction.
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Figure 6.10:Distribution of thez position of the vertex. The bottom panel shows the ratio of #hd data.

In low multiplicity events with a few tracks, the effect oftlzonstraint is more significant and the

primary vertex is pulled to the centre of the luminous region

To gain a measure of the systematic uncertainty from thexgosition and distribution, a cut of
1o is applied on the generated vertex in the MC. Only those svimait pass this cut are recon-
structed. Figure 6.13 shows tpe, n and multiplicity spectra for events that satisfy the MBMiddi
trigger, for a sample with the full Gaussian vertex disttibn compared with a sample of events
that pass ad cut on the generated vertex. The figures shown use the PHOJIET&lel. In order
to compare the two data sets, which are not independentjffaeedce between the pseudorapid-
ity density, the momentum and the multiplicity spectra ¢ tivo different vertex distributions
are studied. The differences in these spectra, calleduatsidare measured bin by bin in units
of the binomial statistical error of that bin. Figures 640 6.14(c) show a Gaussian fit to the
residuals in thepr, n and multiplicity distributions. The mean values from theafi¢ -0.16-0.08,
-0.10£0.34 and 0.14:0.39, and the standard deviations are 8:894.3, 0.940.53 and 0.92.0.66
for pr, n and multiplicity respectively. These values show that thie vertex distributions are
compatible. Hence, no systematic error from the vertextjpwsis assigned to thpr, n and mul-

tiplicity distributions.
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Figure 6.11:Comparison ok positions of vertices for the generated PHOJET MC, recanttd MC and data.
The bottom panel shows the ratio of reconstructed MC and data
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Figure 6.12:Comparison ofy positions of vertices for the generated PHOJET MC, recanttd MC and data.
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6.4.3 Track-to-vertex cuts

Finally, the DCA cuts on the tracks in data and MC are compaFegures 6.15(a) and 6.15(b)
show the DCA in thexy position of tracks to the primary vertex in events that $atike cintlb

and MBVOdiff trigger conditions respectively.

Figure 6.16 shows the DCRy plotted against the tracgr for data, PYTHIA 6, PYTHIA 8 and
PHOJET satisfying the MBVOdiff trigger condition. The ceren the plots shows ther depen-
dent cut on DCAxy corresponding to a @ cut at a giverpr. The distributions in these plots are
produced without the DCAXY-to-vertex cut to show the numbftracks that lie above the cut. It
is clear that the standard DCAXY cut does not exclude mangtewand the effect on the absolute

normalisation is negligible.

The last variable to compare is tgosition of the DCA of the track to the vertex. The stan-
dard value of this cut is at 2cm. Figures 6.17(a) and 6.1 #{byvsthez component of the DCA
of tracks to the primary vertex in events that satisfy theldmand MBVOdiff trigger conditions
respectively. The cut affects less than 1 in a thousand st so has a negligible effect on the

pt, N and multiplicity distributions of the sample.

6.4.4 Final systematic uncertainty estimates

To combine the systematic uncertainties arising from vapdifferent cuts, the correlations be-
tween the variables are studied. This is achieved by applyiout on one variable and studying
its effect on another. For example, the DCA distributiongimidepend on the position of the
primary vertex and track cuts. Figures 6.18 to 6.20 exanhieecbrrelation between the DC&y
andNclustersTPCMaxChi2PerClusterTP@nd the vertex respectively, for events satisfying the
cintlb and MBVOdiff triggers. Similarly, figures 6.21 to @ 2xamine these correlations for the

DCA-z These correlations are studied using the PHOJET MC model.
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Figure 6.15:Distributions of the DCAxy of tracks to the primary vertex. The bottom panel shows tkie tf MC
and data.

The correlation studies show that there is negligible datien between the DCA and the vari-
ables used to estimate systematic uncertainties. Heneeyritertainties from various sources
are added linearly to get a conservative estimate. Tablslt®s the systematic uncertainty on
the pt, multiplicity andn distributions. Also included is the VZERO detector effiagr5] and

uncertainty from background estimated using the contiggers described in section 6.2. Ad-
ditionally, no systematics in the shapemf, n and multiplicity is observed from the sources of
systematic uncertainty studied. In the ALICE publicati®h [additional sources of systematic
uncertainties arising from material budget, alignment)&iciency and tracking efficiency are

considered.

6.5 Kinematic distributions - comparison of data with MC

Figures 6.24, 6.25 and 6.26 show iwe n and multiplicity distributions in data compared with all
three MC models - PYTHIA 6, PYTHIA 8 and PHOJET. The bottomtjrhceach shows the ratio

of MC to data. The total systematic uncertainty is less thafawhen individual contributions
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Figure 6.17:Distributions of the DCAz of tracks to the primary vertex. The bottom panel shows ttie &t MC
and data.
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Figure 6.18:The correlation between DCAy and theNClustersTPQut. The bottom panel shows the ratio of the
DCA-xy for the two cuts in the minimum number of TPC clusters.
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Figure 6.19:The correlation between DCRy and theMaxChi2PerClusterTP@ut. The bottom panel shows the
ratio of the DCAxy for the two cuts in the maximurx? per TPC cluster.
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Figure 6.20:The correlation between DCAy and the vertex distribution. The bottom panel shows the wtihe
DCA-xy for the full Gaussian vertex anaylof the Gaussian vertex.
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Figure 6.21:The correlation between DCAand theNClustersTPQut. The bottom panel shows the ratio of the
DCA-zfor the two cuts in the minimum number of TPC clusters.
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Figure 6.22:The correlation between DCAand theMaxChi2PerClusterTP@ut. The bottom panel shows the
ratio of the DCAz for the two cuts in the maximum? per TPC cluster.
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Figure 6.23:The correlation between DCAand the vertex distribution. The bottom panel shows the witthe
DCA-zfor the full Gaussian vertex anablof the Gaussian vertex.

Table 6.5:Contributions to systematic uncertainties from variousrses inpr, n and multiplicity distributions.
The total error is the linear sum of the individual contrilouts.

Source Systematic uncertainty
background 0.1%
VO detector efficiency 1.5%
track selection cuts < 0.5%
vertex position negl.
track-to-vertex cuts negl.
| Total <2.1%
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are added linearly) and the statistical errors are shownras lears on each point. All three fig-
ures show that PYTHIA 8 and PHOJET describe data better tNaitdPA 6. This is because of a
missing hard component of diffraction in PYTHIA 6. In orderdbtain a quantitative comparison
of the three models with data, tix/NDF (number of degrees of freedom) of a two dimensional
histogram of thext and multiplicity distributions, integrated ovgg in data and each of the MC
models are compared. Table 6.6 shows{heNDF for the comparison of data with PYTHIA 6,
PYTHIA 8 and PHOJET. Thg?/NDF values clearly indicate that none of the models describe
data well; PYTHIA 6 is significantly the worst. The residuédge equation (C8) in appendix C)
for PHOJET, PYTHIA 6 and PYTHIA 8 are shown in figures 6.27 t8%.0n thex-axis is multi-
plicity in 20 bins and on thg-axis ispt in 60 bins. Pseudorapidity has been integrated over. The
colour scale indicates the value of the residual for gacland multiplicity bin. In all models, itis
seen that the largest residuals are at awindicating that all models are bad at lgw. PYTHIA

6 clearly underestimates data at Ig# up to a multiplicity of around 10, while in PHOJET the
largest discrepancy with data is at mid-multiplicity (5}1f this range of multiplicity, PHOJET
over-estimates data. While none of the models describaspaatectly, PYTHIA 8 and PHOJET

do a qualitatively better job.

Table 6.6:The x?/NDF for the comparison of data with MC models. The NDFs for théedént generators are
not the same for the various models as empty bins are excfuoiedhe comparison.

MC model X?/NDF

PYTHIA 6 | 12644.5/182 = 69.5
PHOJET | 1357.0/176=7.7

PYTHIA8 | 924/158=5.8

6.6 Summary

In this chapter, a data sample enhanced in SD events wasesklesing the MBVOdiff offline
trigger. The efficiency of this trigger varies between 3% 4dr2P6 depending on the MC genera-
tor used to estimate efficiencies. The fraction of cintlbnév¢hat satisfy the MBVOdiff trigger
condition in data is 3.5%. The data were compared with PYTEJARYTHIA 8 and PHOJET
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Figure 6.27:Normalised residuals gfr and multiplicity comparing PHOJET with data. is integrated over 1.6
units of pseudorapidity.
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Figure 6.28:Normalised residuals gér and multiplicity comparing PYTHIA 6 with data is integrated over 1.6
units of pseudorapidity.
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Figure 6.29:Normalised residuals gér and multiplicity comparing PYTHIA 8 with data is integrated over 1.6
units of pseudorapidity.
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MC models inpt, n and multiplicity distributions.

The total systematic error due to beam induced backgrowgtdgtbr efficiency and track selection
cuts is estimated to be 2.1%.

None of the models describe data perfectly. PYTHIA 8 and PEIOdescribe data equally well
and significantly better than PYTHIA 6. The inclusion of hditfraction in PYTHIA 8 improves
the agreement with data. At highr and multiplicities in the selected MBVOdiff samples, hard

diffraction and the non-diffractive components are domina

ATLAS has performed a similar study [81], also presentedi2][ The results presented here are
not directly comparable with ATLAS because of the differgntanges of the detectors and the
difference in the minimunpr cut-off. ATLAS has a highept cut-off than ALICE. However, the

gualitative trends of differences between data and MC nsadehe two studies are similar.
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CHAPTER7

Summary

ALICE at the LHC is designed to measure properties of stipmgleracting matter created in
heavy-ion collisions. However, its design, and in paréepits low pr acceptance in the central
barrel enables ALICE to play an important role in understaggp collisions. The analyses pre-
sented in this thesis are based on early pp data collectedeattee-of-mass energy of 7 TeV and

the Monte Carlo event generators PYTHIA 6, PHOJET and PYTBLIA

Multiplicity, pseudorapidity density and transverse maowuen distributions of data are among the
first measurements made at a new energy regime. They arewalten minimum bias trigger.
Other selection criteria based on trigger signals can beé tsgelect rare events in the MB sample.
Triggers are subject to an efficiency, which gives the fractf events of a particular process type
that are selected by that trigger. Since trigger efficieneiee model dependent, the results from
two different event generators, PYTHIA 6 and PHOJET are camagh. PYTHIA 6 and PHOJET
differ not only in the fraction of diffractive events theyaatict, but also in their kinematic distri-
butions. At a given energy PHOJET efficiencies are highen thase for PYTHIA 6, because
PHOJET has a hard diffractive component, while PYTHIA 6 doets For results published on
charged particle multiplicity at 900 GeV and 2.36 TeV, meaduractions of single and double
diffraction were taken from previous experiments and udedagwith the kinematics from both
PYTHIA 6 and PHOJET to get an estimate of the efficiencies efttiggers used to select non-
single diffractive events and inelastic events. Theseieffes were used for correcting data in
the first ALICE publications on multiplicity. The systematincertainty of this measurement due

to kinematics and the relative fractions of diffractive eiseare calculated and have been used as
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a cross-check in ALICE’s initial physics publications.

PYTHIA 8.130 is the first version of PYTHIA to include a degation of hard diffraction. In this
model, a Pomeron is emitted from one of the protons in a ppsoafi via a soft interaction. The
proton transfers a fraction of its momentum to the Pomerdarbet is deflected. The Pomeron
then interacts with the other proton via a hard interactidhe implementation of this model in
PYTHIA 8 has a few tunable parameters. The effect of chantfiage parameters on the average
multiplicity at a given center-of-mass energy is presenfedomparison of multiplicity, pseudo-
rapidity density and transverse momentum distributionrBYITHIA 6, PYTHIA 8 and PHOJET

is also presented.

Finally, a data sample enriched in single diffractive egeméas selected. These data were com-
pared with PYTHIA 6, PHOJET and PYTHIA 8 models in multiptici pseudorapidity den-
sity and transverse momentum distributions. While nonénefrhodels describes data perfectly,

PYTHIA 8 and PHOJET describe data equally well and better M dTHIA 6.
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Appendix

A Collision Kinematics
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Figure Al: Axes showing the definition of various angles and the beasctan.

In figure Al the beam is along theaxis in the positivez direction. 8 is the angle made by
the momentum of the particle (|p| = /P + pg + pz) with the beam axis, whergx, py and
p; are thex, y andz components of the particle’s momentum respectivadyis the azimuthal

angle between the transverse momentpr) (Of the particle and the positivedirection where

IpTl = pr =/ PE+ PS-

A useful variable commonly used to describe the kinemati@mn of a particle is its rapidity.

For a particle of energi, the rapidityy is defined as

_1nE+pz

y=5 E b, (A1)

Rapidity is a dimensionless quantity which can be positivesgative. In the non-relativistic limit
(E ~ m, wherem is the mass of the patrticle), the rapidity of a particle tibrwg along the beam
reduces to the velocity) of the particle. What makes rapidity a useful variable s fidact that it

transforms additively under a Lorentz boost al@ygjving

1
—— Y+ —In—. A2
yboosty+2n1—v (A2)

So rapidity differences (and hence, the shape of the rgpistribution) are invariant under lon-



gitudinal boosts and remain the same in all collinear frames

To characterise the rapidity of a particle, we need to measgsiE andp,. In many experiments it

is only possible to measure the an§leThe pseudorapidity of a particle is defined as

n = —Intan—. (A3)

In terms of its momentum the pseudorapidity of a particle lwamvritten as

_1n|p|+pz

-2 Pl —pz

(A4)

Comparing equations Al and A4, in the relativistic lintit £ |p|) the pseudorapidity and rapidity
of a particle are equal.
More generally, the rapidity and pseudorapidity of a péetare related by the Jacobian in equation

(A5). The derivation is provided in appendix B.

dy pt cosm

v _ (A5)
dn \/m2+ p2 cositn




B Derivation of the Jacobian to convert fromn toy

Rapidity ) is a function of energyE) and the longitudinal momentunpy), and pseudorapidity
(n) is a function of the polar angk& To change from the momentum coordinages f (E, p;) to

n = f(0), we need to map the arely to dn. This is done by the Jacobian matrix.

We start off by defining the transverse mass of a particle as

mé = mP + p3. (B1)

Using equation (B1) along with equation (A1) and multiplyithhe fraction by,/E + p,, we get

Similarly, by multiplying the fraction by/E — p,, we get

mre Y =E — Pz. (B3)

Subtracting equation (B3) from equation (B2), we get equmatB4).

pz = mr sinhy (B4)

From figure Al,

_pr B cosﬁ_i
tand = o or p; = pT—sine = g’ (B5)

The following two equations are standard trigonometricagmuns.

2tans
tand = 2 (B6)
9
—tar? 3
 aX
sinhx — 2e (B7)

Equating forp; in B4 and B5, and using equations B6, B7 and A3, we can show that



myr sinhy = pr sinhn. (B8)

Differentiating equation (B8) with respect tpgives

dy

mrﬁcoshy: pr cosm or
dy prcosm
dn ~ mycoshy’ (B9)

Using equation (B9) and the equation
cosfx—sintPx=1

leads to equation (A5) which is

ﬂ_ pt cosh
dn \/mz—i-p%cosh"-r]’

the Jacobian.



C x?test for comparing two unweighted histograms

This section reiterates a part of the method Chi2Test, dessttand implemented in the TH1 class
in ROOT [30]. Below is a description of the comparison of twoneighted histograms based on

Pearson’s test [83] described in [84].

In the case of two histograms with the same binning and thebenof bins in each equal g the

total number of entries in histograms 1 and 2 are given by

N = Z\ N (C1)

and

M;im, (C2)

wheren; andm; are the number of entries in thi bin in histograms 1 and 2 respectively.

According to [85] two histograms are homogeneous if theyasent random values with identical
distributions. Mathematically, this is equivalent to theés¢ence ofr constant9s, ..., pr, wherep;

is the probability of a measured value in both experimenisrggng to thei!" bin, such that
r
pi =1 (C3)
2

The number of entries in thé bin is a random variable with a distribution approximatedaby

Poissonian probability distribution with

e NA(Np)"
—ni! (C4)
and
e P (Mp)™
! (CH)

for the first and second histograms respectively. For homeges histograms, the maximum

\Y



likelihood estimatop;“for eachp; withi=1,...,r is given by

~ Ni+m
pi = N+ M (C6)
and
r C_NA )2
= Npi i= Pi MN n|‘|’mi

has approximately R(Zr,l) distribution [85]. The difference between the bin conterd axpected
bin content is called a residual. A comparison of normaliesitiuals, as explained below, helps in
identifying bins of histograms responsible for a significaverallx? value [86]. In homogeneous
histograms, normalised residuals are independent antadén distributed random variables that
are normally distributed with a mean of zero and a varianck dthe normalised residuals in the

first and second histograms are given by

(C8)

and

= — (C9)

respectively. It is interesting to note that= —r{, so either residual can be used.

The application of the test has restrictions on the valudefexpected frequenciésp andM p;
fori = 1,....,r. According to [87] a conservative rule states that all exggans for both his-
tograms must be greater than or equal to one. However, in oassts the? test may be used
when expectations in the smallest bins of the histogramseatgr than 0.5. For unknown ex-
pected frequencied p andM p;, the estimated expected frequendg§ andMp; fori=1,...,r

can be used.

Vi
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