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Abstract

The latest searches for the rare exclusive Higgs and Z boson decays to a vec-

tor quarkonium state and a photon in the µ+µ−γ final state are presented. These

searches probe the magnitude and the sign of the Higgs boson coupling to bottom-

and charm-quarks using 139 fb−1 of ATLAS data collected at
√
s = 13 TeV. The

observed data are compatible with the expected backgrounds and the 95% con-

fidence level upper limits on the branching fractions of the Higgs boson decays

into J/ψ γ, ψ(2S) γ, and Υ(1S, 2S, 3S) γ are found to be 2.0 × 10−4, 10.5 × 10−4,

and (2.5, 4.2, 3.4)× 10−4, respectively, assuming Standard Model production of the

Higgs boson. The corresponding 95% CL upper limits on the branching fractions

of the Z boson decays are 1.2 × 10−6, 2.4 × 10−6, and (1.1, 1.3, 2.4) × 10−6. The

sensitivities of the searches for the flavour-violating exclusive decays of the Higgs

boson to D∗ γ and the Z boson decays to D0 γ and Ks γ are also presented. These

searches probe potential flavour-violating couplings of the Higgs and Z bosons using

135 fb−1 of ATLAS data collected at
√
s = 13 TeV. The expected 95% CL upper

limits on the branching fractions of each decay are 13.2+5.4
−3.7 × 10−4 for H → D∗ γ,

3.0+1.2
−0.8×10−6 for Z → D0 γ, and 2.7+1.2

−0.7×10−6 for Z → Ks γ. In addition, a study

of the feasibility to measure the track reconstruction efficiency of the ATLAS inner

detector in dense environments, using boosted J/ψ and φ decays in the µ+µ− final

state, is presented. These environments are relevant in the exclusive Higgs and Z

boson decays.
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1 Introduction

The Higgs boson, H, is responsible for the mass generation of particles in the Standard

Model (SM), and it continues to be a core topic in particle physics since its discovery in

2012 [2, 3] by the ATLAS [4] and CMS [5] experiments. This landmark discovery was

made possible by the high-energy proton–proton collisions produced at the Large Hadron

Collider (LHC) [6] at CERN. So far, all measurements of the Higgs boson are consistent

with predictions by the SM [7, 8], but many of its couplings are not yet established, and

although the SM is the most complete theory embodying our current understanding of

fundamental particles and forces, it leaves many questions unanswered such as the role

of gravity, the heirarchy problem and the origin of dark matter. A large experimental

effort at the LHC is dedicated to understanding the properties of the Higgs boson and

performing precision tests of the SM.

The ATLAS experiment covers a wide range of searches of exclusive Higgs boson decays

to a meson and a photon, which offer an alternative probe of the Higgs boson couplings

to quarks. Similarly, searches for exclusive decays of the Z and W± bosons of the weak

force to a meson and a photon provide a window into a unique set of QCD measurements

due to their large masses. The exclusive decays form dense environments in the detector.

It is important to evaluate the performance of the ATLAS detector in these conditions to

fully understand the physics searches. This thesis discusses searches for several exclusive

Higgs and Z boson decays to a meson and a photon at the ATLAS experiment and an

investigation of the performance of the ATLAS inner detector in dense environments

relevant in the exclusive decays, as well as the necessary background to understand each

of these studies.

The SM and the experimental status of the Higgs boson are discussed in Chapter 2, as

well as an overview of the searches for rare and flavour-violating exclusive decays. This

is followed by a description of the ATLAS experiment in Chapter 3. Chapter 4 covers a

performance study investigating the feasibility to measure the ATLAS inner detector di-

track reconstruction efficiency in dense environments using a data-driven approach. These
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environments are relevant for the exclusive decays of the H and Z bosons discussed in

this thesis. The latest searches for the rare Higgs and Z boson decays to a quarkonium

state and a photon are presented in Chapter 5, where the quarkonium states include

the charmonium J/ψ, ψ(2S) states, and bottomonium Υ(1S, 2S, 3S) states. These decay

channels have sensitivity to the Higgs boson c- and b-quark Yukawa couplings. The

expected sensitivities of the searches for flavour-violating decays of Higgs and Z bosons

to a flavoured meson and a photon are discussed in Chapter 6, including H → D∗ γ,

Z → D0 γ, and Z → Ks γ. These decay channels each involve a displaced vertex and

have sensitivity to potential flavour-violating couplings of the Higgs and Z bosons. A

summary of the studies presented in this thesis is discussed in Chapter 7.
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2 Theoretical Background and Experimental Status

The study of high energy physics using particle colliders aims to improve our under-

standing of the fundamental particles and forces in our universe. This chapter gives an

overview of the theoretical background and experimental status relevant to the studies

presented in this thesis. The SM is described in Section 2.1 and the expected properties

of the SM Higgs boson are described in Section 2.2 along with the experimental status of

the investigation of the properties of the observed Higgs boson. Section 2.3 describes the

motivation and current experimental status of the study of the exclusive decay modes of

the Higgs and vector bosons to a meson and a photon.

2.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is the combination of several theories to

provide the most complete description of the fundamental particles of the universe and

their interactions, excluding gravity [9–12]. The SM is a quantum field theory (QFT) with

a symmetry under locally gauge invariant transformations of the SU(3)C×SU(2)L×U(1)Y

gauge group. The SU(3)C group describes the strong interaction whilst the SU(2)L ×

U(1)Y group describes the electroweak interaction, which is the unification of the electro-

magnetic and weak forces. In the SM, matter consists of fermions which have a spin of 1
2

and obey Fermi-Dirac statistics and the Pauli Exclusion Principle, which states that no

two fermions can share the same quantum numbers. These are split into three generations

which differ in mass, and complementary to each fermion is its associated anti-fermion.

These have the same mass as their fermion counterparts but opposite quantum numbers,

such as charge. The fundamental forces are mediated by the gauge bosons which have a

spin of 1 and obey Bose-Einstein statistics. The particles of the SM and their properties

are summarised in Figure 2.1. The final piece to the Standard Model is the Higgs boson,

a spin-0 scalar boson proposed to explain the origin of mass of the W± and Z bosons [13–

18]. This section describes each of the three fundamental forces included in the SM, and

the completion of the model by the introduction of the Brout-Englert-Higgs mechanism
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to provide the intermediate vector bosons and the fermions with mass.

Figure 2.1: Elementary particles of the Standard Model and their properties [19].

2.1.1 The Electromagnetic Force and Quantum Electrodynamics

Charged fermions experience the electromagnetic (EM) force, which is carried by the

photon, γ, and is a symmetry based on the conservation of electric charge. Electric

charge is one-dimensional and can either be positive (+) or negative (-). The EM force

is responsible for keeping negatively charged electrons bound to positively charged nuclei

in atoms, and an example of an EM interaction is γ-decay, the emission of a photon from

an excited nucleus, N∗ → N + γ.

The QFT describing the EM force is the most simple of the SM, and is called quantum

electrodynamics (QED). At low energies it is described by the U(1)EM gauge group which

is embodied in the unified electroweak SU(2)L×U(1)Y part of the SM. This is an Abelian

group in that the generators of the group commute. This results in the photon being

electrically neutral, and so photons do not interact with each other.
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2.1.2 The Strong Force and Quantum Chromodynamics

Quarks experience the strong force, which is propagated by the gluon, g, and can be

understood by the introduction of colour charge, which is exchanged in the interaction.

Colour charge is analagous to the electric charge of QED, but rather than two possible

values (+, -), colour charge has six possible values split across three colours. These are

red (R, R̄), green (G, Ḡ), and blue (B, B̄), where a bar over the symbol denotes the

equivalent anti-colour. Quarks carry colour, whereas leptons are colour-neutral. Quarks

have colour (qR, qG, qB) and anti-quarks are have anti-colour (q̄R̄, q̄Ḡ, q̄B̄). The strong force

is responsible for the binding of protons and neutrons in atomic nuclei; it is significantly

stronger than the EM force and overpowers the EM repulsion between the positively

charged protons. An example of a strong interaction is α-decay, the emission of a Helium

nucleus (4
2He), consisting of two protons and two neutrons, from an unstable nucleus such

as Uranium-238 (238
92 U) in its decay to Thorium-234, (234

90 Th), 238
92 U→234

90 Th +4
2 He.

The QFT describing the strong force is called quantum chromodynamics (QCD), which

is described by the SU(3)C gauge group of the SM. Unlike QED, this is a non-Abelian

group where the group generators do not commute. This has the result that the carriers

of the strong force, the 8 gluons, carry colour charge and interact with each other. A

consequence of gluon self-interaction is the phenomenon of colour confinement, where

quarks are confined to bound colourless states and cannot be observed in isolation. In

QED the potential energy stored in the EM field between electrically charged particles

decreases with distance as 1/r, such that the EM force decreases with particle separation

as 1/r2. However, in QCD the field lines between two quarks are squeezed into a tube

because the interactions between the gluons which carry the force are attractive. The

potential energy stored in this field is proportional to the distance r between the quarks,

and the strong force between them is constant regardless of distance. It would take

an infinite amount of energy to separate two quarks to infinity, and therefore at large

distances it becomes energetically favourable to form a new quark-antiquark pair and

create two colourless states instead of increasing the length of the tube further. In this

situation the two initial quarks are once again bound to colour-neutral states, and the
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colour field betwen the two initial quarks is removed. A result of colour confinement

is that all observable particles are colour-neutral, meaning that total colour charge of

their constituents sum to zero. These composite colour-neutral particles are known as

hadrons, and are formed in a process known as hadronisation. As gluons carry colour

they must also only exist in bound colour-neutral states and cannot carry the strong force

over macroscopic distances.

There are two common arrangements to achieve neutral colour in a hadron. The first

arrangement is a quark anti-quark pair of opposite colour charge (qRq̄R̄, qGq̄Ḡ, qB q̄B̄).

Particles of this type are called mesons and an example is the pion family, responsible

for the strong nuclear interaction which binds nuclei together. The quark content of the

π+ and π− mesons are of (ud̄) and (dū), respectively. The second arrangement is a triple

quark or anti-quark combination, (qR, qG, qB) or (q̄R̄, q̄Ḡ, q̄B̄) respectively. Particles of this

type are known collectively as baryons, and include protons (uud) and neutrons (udd)

contained in atomic nuclei. Further arrangements are also possible such as tetraquarks

and pentaquarks, each of which have been observed by the LHCb Collaboration [20,

21]. These contain a colour-neutral arrangement of four and five quarks respectively.

The majority of the mass of hadronic particles originates from the binding energy of the

strong force, rather than the mass of the constituent quarks.

2.1.3 The Weak Force and Electroweak Unification

Every fermion experiences the weak force, which is carried by the W± and Z0 bosons. An

example of a weak interaction is β-decay, the emission of an electron and a neutrino from

an unstable nucleus, converting a constituent neutron into a proton, n → p + e− + ν̄e.

This is an example of the weak charged-current interaction, which violates quark flavour

conservation. The weak charged-current interaction is the only force in the SM capable

of changing the flavour of a quark. In the case of β-decay a d-quark in the neutron

changes flavour to a u-quark, forming the proton. The W− boson which carries the

interaction subsequently decays to e− and νe. The weak charged-current is also able to

change quark flavour across fermion generations, which is vital in particle decay where
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typically unstable heavy generations of fermion decay into the lighter, more stable lighter

generations.

In the 1960s, Glashow Weinberg and Salam proposed that the weak force and the EM

force are both manifestations of the same force, the electroweak force, which unify at high

energy scales [9–11]. This lead to the prediction of the existence of the Z boson, which is

responsible for weak neutral-current interactions that are analogous to the interactions of

QED, except the Z boson is the carrier instead of the photon. Electroweak interactions

are described by the SU(2)L × U(1)Y gauge group of transformations. Here, L in the

SU(2)L group refers to the left handed set of fermions; the weak force is chiral and only

interacts with left-handed particles, which have a weak-isospin I = 1/2 whilst right-

handed particles have a weak-isospin I = 0. As a result the weak charged-current also

violates parity conservation. Like the SU(3)C group of QCD, the SU(2)L group is non-

Abelian such that the carriers of the weak force interact with each other. The variable

Y of the U(1)Y group refers to the weak hypercharge, a quantum number that relates to

the third component I3 of weak-isospin as well as the electric charge Q, where

Q = I3 +
1

2
Y.

Electric charge is conserved in electroweak interactions. Local gauge invariance in SU(2)L×

U(1)Y transformations results in four gauge bosons: B for the U(1)Y group and W1,W2

and W3 for the SU(2)L group. These gauge bosons mix to produce the physical gauge

bosons W±, Z and γ, where

W± =
1√
2

(W1 ∓ iW2)

and

γ
Z

 =

 cos θW sin θW

− sin θW cos θW


 B

W3

 .
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The value θW is known as the weak mixing angle, which is an observable quantity. With

EW theory alone, each of these bosons are predicted as massless. This is true of the

photon, γ, but the W± and Z bosons have mass, confirmed by their discoveries by the

UA1 and UA2 experiments [22–25] in the 1980s. The current world average measurements

of these masses are mW = (80.379 ± 0.012) GeV and mZ = (91.1876 ± 0.0021) GeV,

respectively [26].1

2.1.4 The Brout-Englert-Higgs Mechanism

To solve the issue of non-zero W± and Z mass, the Brout-Englert-Higgs (BEH) mechan-

ism was proposed [13–18]. Simply adding mass terms for the three bosons into the SM

Lagrangian would break the local gauge invariance of the SU(2)L × U(1)Y gauge group,

which violates a key axiom of the SM as local gauge invariance is required for the the-

ory to be renormalisable. To resolve this, the BEH mechanism introduces a new complex

SU(2)L doublet scalar field into the SM Lagrangian with a characteristic non-zero vacuum

expectation value. This breaks the symmetry of the SU(2)L group whilst maintaining

overall gauge invariance. This complex doublet scalar field φ has the form

φ =

φ+

φ0

 =
1√
2

φ1 + iφ2

φ3 + iφ4

 ,

where, to generate masses of the EW gauge bosons, one scalar field must be electrically

neutral, φ0, and the other must be electrically charged, φ+ (with a conjugate (φ+)∗ = φ−).

The contribution to the SM Lagrangian is

LH = (Dµφ)†(Dµφ)− V (φ),

where the first term describes the interaction of the EW bosons with the Higgs field in

terms of the covariant derivative Dµ. The second term is the associated Higgs potential.

1A recent measurement of the W± boson mass of mW = 80.433±0.009 by the CDF Collaboration [27]
is a topic of high-interest in the particle physics community at the moment, as this measurement signi-
ficantly disagrees with the current world average and predictions by the SM.
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This has the form

V (φ) = µ2(φ†φ) + λ(φ†φ)2,

where µ2 is a mass parameter and λ is a self-interaction parameter, which obeys λ > 0 for

the potential to have a finite minimum. For µ2 > 0 the minumum of this potential, the

ground state in the vacuum, occurs in the state when both fields φ+ = φ0 = 0, meaning

the the vacuum expectation value is zero. In this situation the vacuum is also symmetric.

However, in the case where µ2 < 0, a potential with a characteristic ‘mexican hat’ shape

is formed as shown in Figure 2.2. In this case the minimum of the potential, or the

vacuum state, is not when both fields are zero but rather when

φ†φ = −µ
2

2λ
=
v2

2
,

where v =
√
−µ2/λ is the vacuum expectation value (vev), and v 6= 0. This leads to a

set of infinitely degenerate minima in the shape of a circle. However the physical vacuum

state must choose a particular value on this circle, breaking the symmetry. This is known

as spontaneous symmetry breaking, and for the SM BEH mechanism the photon must

remain massless, such that only the electrically neutral scalar field φ0 is chosen to have

the non-zero vev. The corresponding vacuum state is

φ =
1√
2

 0

v + h

 ,

where h is the SM scalar Higgs field which has a corresponding spin-0 scalar Higgs boson,

H.

The result of including this additional doublet in the theory results in the W± and Z

bosons gaining mass whilst the photon remains massless. In the SM the couplings of

the W± and Z bosons, collectively referred to as the intermediate vector bosons, V , are
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Figure 2.2: An illustration of the Higgs potential [28].

proportional to their mass squared. The value is given by

gV = 2
m2
V

v
,

where mV is the mass of the vector boson and v ≈ 246 GeV is the vacuum expectation

value of the Higgs field. The masses of the W± and Z bosons are related to the weak

mixing angle θW by the relation

mW

mZ

= cos θW .

Further, the self-interaction terms of the BEH mechanism in the SM gives a mass for the

Higgs boson of

mH = v
√

2λ,

where λ is a free parameter in the SM, such that the SM does not predict a mass for

the Higgs boson. As an additional benefit, the addition of the BEH mechanism to the

Standard Model allows the cross section of the W+W− → W+W− scattering process to

preserve unitarity at high energies, via the addition of Feynman diagrams with Higgs
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boson exchange.

2.1.5 Fermion Mass Generation

The BEH mechanism generates the masses of the vector and Higgs bosons, but it does

not intrinsically explain the origin of the fermion masses. To explain fermion mass in the

SM, terms must be added to the SM Lagrangian in a way which preserves SU(2)L×U(1)Y

gauge invariance [10, 29]. The introduction of the Higgs field φ via the BEH mechanism

allows for the straightforward extension of the SM Lagrangian to include gauge invariant

mass terms for the fermions that also describe their interactions with the Higgs boson.

These terms take the form −gf ψ̄LφψR + h.c, where gf is the Yukawa coupling of the

fermion f and describes the strength of the fermion’s coupling to the Higgs boson. The

term h.c is shorthand for Hermitian conjugate and the terms L and R refer to the chirality

of the fermion, either left- or right-handed. The term ψ represents the fermion fields. In

the Standard Model, the strengths of the Yukawa couplings are linearly proportional to

the mass of each fermion, with values of

gf =
√

2
mf

v
,

where mf is the mass of the fermion. The Standard Model thus gives concrete predic-

tions for the couplings of the Higgs boson to fermions, and measurements of the Yukawa

couplings, which can be substantially modified in BSM theories, provide stringent tests

of the SM.

2.2 Properties of the Higgs Boson

The Standard Model predicts the existence of a Higgs boson but does not predict its

mass. In 2012 the ATLAS [4] and CMS [5] collaborations reported the observation of a

boson with a mass of approximately 125 GeV [2, 3] which served as an ideal candidate

for the SM Higgs boson. So far measurements of the properties of this Higgs boson are

consistent with the predictions by the SM and have confirmed its role in the spontaneous
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breaking of electroweak symmetry, and the mass generation of the Z and W± bosons and

the third generation fermions [7, 8]. This section describes the predicted production and

decay mechanisms for a SM Higgs boson as well as the properties of the observed boson

measured at the Large Hadron Collider (LHC) [6].

2.2.1 Production and Decay at the Large Hadron Collider

According to the SM a Higgs boson with mass 125 GeV has a lifetime of τH ≈ 1.6×10−22 s

and a natural width of ΓH = 4.14± 0.02 MeV [30], and its spin-parity quantum numbers

are JP = 0+. A collection of Feynman diagrams of Higgs boson production modes is

shown in Figure 2.3, and the production cross section versus LHC centre-of-mass energy

(CM) is shown in Figure 2.4. During Run 2 the LHC ran at a CM energy of
√
s = 13 TeV.

At this energy the most dominant production mechanism, at 87% [30], is gluon-gluon

fusion (ggH), where two gluons fuse through a quark loop to produce a H. The second

most dominant mechanism at 7% is vector boson fusion (VBF), where two vector bosons

(W± or Z) fuse to produce a H. This mechanism provides a discriminant tag of two

hadronic jets with a large rapidity gap, which can lead to increased sensitivity for searches

with hadronic final states. The third mechanism is Higgs boson production with an

associated vector boson at 4%, where a W± or Z is produced that subsequently radiates

a H (WH and ZH respectively, V H collectively). This production mechanism can

be tagged based on the decay of the associated vector boson. The fourth production

mechanism is the production of a Higgs boson with an associated top-quark pair (tt̄H)

or bottom-quark pair (bb̄H), which each contribute about 1% to the total H production.

Associated production of a H with other types of quarks, such as a charm-quark pair,

are possible but these contributions are negligible due to the small coupling of the Higgs

boson to the lighter quark flavours. The final common production mechanism is the

production of a Higgs boson with a single top quark (tH), which accounts for about

0.05% of the total production cross section.

Figures 2.3 and 2.4 also show Feynman diagrams and branching ratios, respectively, for

the common decay modes of a SM Higgs boson with mass near 125 GeV, which account
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Figure 2.3: Feynman diagrams of the dominant production mechanisms at the LHC (top row)
and decay modes (bottom row) of the Standard Model Higgs boson. From left-to-right the
production mechanism in (a) is gluon–gluon fusion (ggH), (b) is vector boson fusion (VBF),
(c) is associated production with a massive vector boson (V H), (d) is associated production
with a t- or b-quark pair (tt̄H and bb̄H), and (e) is the associated production with a single
t-quark (tH). From left-to-right the decay mode in (f) is the decay into a pair of vector bosons
H →WW (ZZ), (g) is the decay to a pair of photons or a photon and a Z boson (H → γγ(Zγ))
which occurs either via quark loops or W boson loops, (h) is the decay to a pair of b- or c-quarks
(H → bb̄(cc̄)), and (i) is the decay to a pair of τ -leptons or muons (H → τ+τ−(µ+µ−)). From
Ref. [7].

(a) (b)

Figure 2.4: The SM Higgs boson (a) production cross sections as a function of LHC centre-of-
mass energy, and (b) branching ratios as a function of Higgs boson mass around 125 GeV [30].
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for over 90% of H decays [30]. For Higgs boson mass of 125 GeV, decays into gauge

bosons make up 22% of the branching fraction for H → WW , 3% for H → ZZ, 0.2% for

H → γγ and 0.2% for H → Zγ. Although the photon is massless the decays involving

photons can occur via quark or W boson loops. Decays into fermions make up 58% of

the branching fraction for H → bb̄, 6% for H → τ+τ−, 3% for H → cc̄, and 0.02% for

H → µ+µ−. Decays into pairs of lighter fermions are also possible, but the branching

ratios decrease proportionally with the square of the fermion mass such that these decays

are very rare in the SM.

2.2.2 Measurements at the Large Hadron Collider

The Higgs boson was discovered primarily through its diboson decay channels H → ZZ,

H → WW and H → γγ [2, 3], confirming its couplings with the Z and W± bosons and

its effective coupling to photons. Since its discovery, the number of observed Higgs boson

at the LHC has increased by a factor of 30 [7, 8] and many precision studies of its prop-

erties have been conducted to investigate whether it is consistent with the SM prediction

primarily though its bosonic decay modes, in particular H → γγ and H → ZZ∗ → 4`.

Several measurements of the Higgs boson mass have been conducted, where the value

mH = 125.09 ± 0.21(stat.) ± 0.11(syst.) GeV was measured using the combined Run 1

measurements from ATLAS and CMS [31]. The latest measurement from the ATLAS

experiment, which uses both Run 1 and Run 2 data, is mH = 124.97 ± 0.24 GeV [32]

whilst the latest measurement from the CMS experiment is mH = 125.38±0.14 GeV [33].

The ATLAS and CMS collaborations have performed precision measurements of the total

Higgs boson cross section and have found this to be in agreement with the SM predic-

tion [34–37]. These studies also look at the differential Higgs boson cross sections, such as

versus Higgs boson transverse momentum, which can be used to set indirect constraints

on Higgs boson couplings: modified couplings, such as to b- and c-quarks, can alter these

distributions as they modify how the Higgs boson is produced at the LHC. Through

studies of the diboson decay modes of the observed Higgs boson, it was observed that

the discovered boson is consistent with the spin-0 hypothesis of the SM, and the spin-1

21



and spin-2 hypotheses are excluded at confidence levels (CL) in excess of 99.9% [38, 39].

In these analyses it was also observed that the charge conjugation and parity (CP) prop-

erties are consistent with the CP-even state in the SM, such that the quantum numbers

of the observed boson are JPC = 0++, although small admixtures of non-SM CP-even

or CP-odd states are still allowed. Limits on the lifetime the Higgs boson are obtained

through indirect measurements of its natural width [38–42] and recently the CMS Col-

laboration measured ΓH = 3.2+2.4
−1.7 MeV, in agreement with the SM, using off-shell and

on-shell Higgs boson production [43]. Searches for the bosonic decays H → γ∗γ → ``γ

with a low-mass dilepton pair [44, 45] have been performed by ATLAS and CMS, where

the ATLAS Collaboration reported the first evidence for the process. Further searches

for the bosonic decay mode H → Z γ [45–47] have been conducted by each collaboration,

but this process has not yet been observed.

For the Higgs boson couplings to fermions, the ATLAS and CMS collaborations have

observed the associated production of Higgs bosons with t-quark pairs, confirming its

coupling to top quarks [48, 49]. Each collaboration has also observed Higgs boson decays

into a pair of b-quarks [50, 51] and τ -leptons [52, 53], where the τ -lepton decay channel is

also used for precision measurements of the Higgs boson production cross sections. These

confirm all of the Higgs boson couplings to the third-generation charged fermions and

are in agreement with SM expectactions. More recently, evidence has been reported for

the Higgs boson couplings to muons via H → µ+µ− with a 3σ significance by the CMS

Collaboration, and a smaller significance of 2σ by the ATLAS Collaboration [54, 55], the

first evidence for the Higgs boson couplings to second-generation charged fermions. Direct

searches have been performed for H → cc̄ by both ATLAS and CMS [56–59], as have

searches for H → e+e− [60, 61], but these have not yet been observed and no further

experimental evidence currently exists for the Higgs boson couplings to the first- and

second- generation fermions. Figure 2.5 summarises the experimental measurements of

the Higgs boson coupling strengths to the bosons and fermions using the κ framework for

coupling modifiers [62]; these are relative coupling strength parameters where κ = gf/g
SM
f

and values of κ = 1 correspond to the SM expectation. Here gf is the Yukawa coupling
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strength of the Higgs boson to a given fermion and gSM
f is the value of the Yukawa coupling

strength in the SM as described in Section 2.1.5. Current measurements are consistent

with the SM.
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Figure 2.5: The measured coupling modifiers of the Higgs boson to fermions and massive gauge
bosons from the (a) ATLAS [7] and (b) CMS [8] experiments versus particle mass. The κ-
framework is used to represent the coupling strengths where κ = 1 corresponds to the SM
expectation. The value v ≈ 246 GeV is the vacuum expectation value of the BEH field and m
refers to the mass of the particle. For the massive W± and Z bosons the square root of the
coupling modifier is plotted such that it has a linear proportionality to mass as predicted in the
SM. The values on each plot show are the values of the κ coupling modifiers after a combined
fit. For the ATLAS result two fit scenarios are shown, one where κc is fixed to κc = κt and a
second where κc is free in the fit.

Searches for potential BSM couplings of the Higgs boson have also been performed by

ATLAS and CMS, such as searches for flavour-changing neutral currents via the t-quark

decays t → cH and t → uH [63–66], and the lepton-flavour-violating decays H → eµ,

H → eτ and H → µτ [60, 67, 68]. However, no evidence for these flavour-violating

couplings has been found.

2.3 Exclusive Decays of Massive Bosons to a Meson and a Photon

The most direct method to probe the quark couplings of the Higgs and vector bosons, the

Z and the W± bosons of the weak force, is via their decays to pairs of quarks, which are

detected through their formation of QCD jets. The colliding proton beams at the LHC
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create huge sources of multi-jet QCD backgrounds, which makes it challenging to isolate

potential signals. This motivates the search for exclusive decays with distinct signatures

in the detector as an alternative probe to the properties of the bosons. This section

describes the physics motivation to search for exclusive decays of the Higgs, Z, and W±

bosons to a meson and a photon, as well as a summary of the current experimental

standing of these decay channels, for which the ATLAS experiment plays a major role.

2.3.1 Higgs Boson Decays

Radiative decays of the Higgs boson to light mesons offer an alternative probe to the

quark Yukawa couplings [69–76]. Although their branching fractions are small compared

to inclusive H → qq̄ decays, decays of the type H → M γ, where M is a flavourless

vector meson, offer a clean signal to suppress the large multi-jet backgrounds at the LHC

because the decay topologies include a resonance in both the Higgs boson mass and the

meson mass, as well as a high pT photon appearing approximately back-to-back with the

meson candidate. There are two primary contributions to the decay amplitude in the SM,

shown in Figure 2.6. The ‘direct’ amplitude occurs via the quark Yukawa coupling whilst

the ‘indirect’ amplitude occurs at the one-loop level through the H → γ∗γ decay, where

the virtual photon then fragments to form the meson. The two processes destructively

interfere, and despite being loop-induced, the indirect amplitude typically dominates.

Only the direct amplitude is sensitive to the quark Yukawa coupling, but because the

two processes interfere the decay channels are sensitive not only to the magnitude of the

quark Yukawa couplings but to their sign as well.

Exclusive SM decays of the Higgs boson to a photon and a heavy quarkonium meson

state, H → Q γ, offer a probe of the magnitude and the sign of the b- and c-quark

Yukawa couplings [69–71]. For gc, the relevant charmonium states are J/ψ and ψ(2S);

for gb the relevant bottomonium states are Υ(nS)(n = 1, 2, 3). Similarly, exclusive SM

decays of the Higgs boson to a photon and a light vector meson state, H → V γ, offer a

probe of the magnitude and sign of the s-, u- and d-quark Yukawa couplings [71]. The de-

cay H → φγ is sensitive to the Higgs boson coupling to the strange quark, and the decays
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(a) Direct amplitude (b) Indirect amplitude

Figure 2.6: Feynman diagrams depicting the H →M γ process, whereM is a flavourless meson.
The hatched circle in (b) denotes a set of one-loop diagrams.

H → ργ and H → ωγ are sensitive to the up- and down-quark couplings. The expected

branching fractions of each of these decays in the SM are shown in Table 2.1 [71, 73, 74].

The Higgs boson couplings to c-, s-, u-, and d-quarks have not yet been confirmed in

experiment. The b-quark coupling has been confirmed in experiment as discussed in 2.2,

however the Υ(1S, 2S, 3S) decay channels are particularly sensitive to deviations in the

b-quark Yukawa coupling from the Standard Model prediction because of an almost per-

fect cancellation between the direct and indirect amplitudes, leading to small branching

fractions compared to the other exclusive decay channels.

Table 2.1: Calculations of the expected branching fractions for the rare H → M γ decay
channels. The values for the quarkonium decay channels, Q = J/ψ, ψ(2S),Υ(1S, 2S, 3S), are
taken from Refs. [73, 74]. The values for the light meson decay channels, φ, ρ, ω, are taken from
Ref. [71].

Decay Channel SM Expectation

B(H → Υ(1S) γ) 5.22+2.02
−1.70 × 10−9

B(H → Υ(2S) γ) 1.42+0.72
−0.57 × 10−9

B(H → Υ(3S) γ) 0.91+0.48
−0.38 × 10−9

B(H → J/ψ γ) 2.99+0.16
−0.15 × 10−6

B(H → ψ(2S) γ) 1.03± 0.06× 10−6

B(H → φ γ) 2.31± 0.11× 10−6

B(H → ρ γ) 1.68± 0.08× 10−5

B(H → ω γ) 1.48± 0.08× 10−6

Deviations in the quark Yukawa couplings from the SM expectations can lead to sig-

nificant enchancements in the branching fractions of the exclusive H → M γ decays,
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particularly for the bottomonium decays [77]. Such deviations can arise in theories

beyond-the-SM (BSM), which are reviewed in Ref. [30]. These include the introduction of

subdominant sources of electroweak symmetry breaking [78], the Froggatt–Nielsen mech-

anism with a single Higgs doublet [79], the Randall–Sundrum models [80], new physics

with the minimal flavour violation framework [81], the Giudice–Lebedev Higgs-dependent

Yukawa couplings model [82], and the possibility of the Higgs boson being a composite

pseudo-Nambu-Goldstone boson [83].

H(Z) → Mγ decays can also provide a probe to potential flavour-violating Yukawa

couplings, whereM is instead an electrically neutral, flavoured meson such as D∗ or K∗.

Decays of this type are forbidden at tree-level in the SM as they violate quark-flavour

conservation. Table 2.2 shows the SM calculations for the branching fractions of the

inclusive flavour violating decays H → qq̄′ which occur at the one-loop level through W±

loops [84]; in the case of the flavour-violating H →M γ decays, one quark must further

radiate a photon and hadronise with the other quark to form the flavoured meson, such

that the SM expectations of the exclusive decays are expected to be significantly lower,

although they have not been calculated in the literature. The flavour-violating decay

channels have the advantage that there is no contribution from the indirect amplitude

in the SM at one-loop level seen in the rare exclusive decays, as this would require a

flavour-violating decay of a photon. As the branching fractions for these decay channels

are so small in the SM, any observation at the LHC would imply new physics such as the

existence of flavour-violating Yukawa couplings of the Higgs boson.

Table 2.2: Calculations of the expected branching fractions for inclusive flavour-violating H →
qq̄′ decays in the Standard Model, taken from Ref. [84]. Each branching fraction is a sum of
the two charge conjugate contributions qq̄′ + q̄q′.

Decay Channel SM Expectation
B(H → uc) 5.00× 10−20

B(H → ds) 1.19× 10−11

B(H → db) 5.16× 10−9

B(H → sb) 1.15× 10−7
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2.3.2 Vector Boson Decays

The Z boson production cross section at the LHC [85] at
√
s = 13 TeV is approximately

1000 times larger than the Higgs boson production cross section [30, 86], which allows

rare Z boson decays to be probed to much smaller branching fractions than analogous H

boson decays to the same final state. Radiative decays of the type Z →M γ have similar

contributions from direct and indirect amplitudes in the SM, shown in Figure 2.7. The

indirect amplitude is smaller in the Z decays compared to the H decays, leading to overall

smaller branching fractions in the SM in general, with the exception of the bottomonium

decays. These are shown in Table 2.1 [87–89], where the same mesons are considered as

for the H →M γ decays. These decay channels not only offer complementary reference

channels to the H →M γ decays to help in the development of analysis strategies, but

they are useful in studies of the QCD factorisation approach in the SM. Since the power

corrections in terms of the ratio of QCD energy scale to vector-boson mass are small in

Z →M γ decays, the light-cone distribution amplitudes (LCDAs) of the mesons can be

probed in a theoretically clean region where power corrections are in control [88]. This is

not possible in other applications of the QCD factorisation approach, such as in B-hadron

decays. Similarly to the exclusive Higgs boson decays, choosing a flavoured meson in the

decay Z →M γ such as D0 or Ks, allows potential flavour-violating couplings of the Z

bosons to quarks to be probed, which are also forbidden at tree-level in the SM as flavour-

changing neutral currents are not allowed at this level. The SM branching fractions of

these decays have not yet been calculated in the literature, but they are expected to be

significantly smaller than the O(10−8) branching fractions for the decays in Table 2.3 as

two quarks of different flavour must be produced in the processes to be able to form the

D0 or Ks mesons. This is possible in the SM only with the addition of W± loops, similarly

to the flavour-violating H → qq̄ decays in Table 2.2. As a result, any observation at the

LHC would imply new physics.

Searches for W± boson decays to a meson and a photon are also useful in the QCD

factorisation approach [88], however as the W± bosons are charged, decays directly ana-

logous to the H and Z decay channels are not possible. The SM branching fractions for
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(a) Direct amplitude (b) Indirect amplitude

Figure 2.7: Feynman diagrams depicting the Z →M γ process, whereM is a flavourless meson.
The hatched circle in (b) denotes a set of one-loop diagrams.

Table 2.3: Calculations of the expected branching fractions for the rare Z →M γ and W± →
M± γ decay channels in the Standard Model. The values for the quarkonium decay channels,
Q = J/ψ, ψ(2S),Υ(1S, 2S, 3S), are taken from Ref. [89]. The values for the light meson decay
channels, φ, ρ, ω, are taken from Ref. [88], as are the values for the W± →M± γ decay channels.

Decay Channel SM Expectation

B(Z → Υ(1S) γ) 4.80+0.26
−0.25 × 10−8

B(Z → Υ(2S) γ) 2.44+0.14
−0.13 × 10−8

B(Z → Υ(3S) γ) 1.88+0.11
−0.10 × 10−8

B(Z → J/ψ γ) 8.96+1.51
−1.38 × 10−8

B(Z → ψ(2S) γ) Not available
B(Z → φ γ) 1.04± 0.12× 10−8

B(Z → ρ γ) 4.19± 0.47× 10−9

B(Z → ω γ) 2.82± 0.40× 10−8

B(W± → π± γ) 4.00± 0.83× 10−9

B(W± → ρ± γ) 8.74± 1.91× 10−9

B(W± → K± γ) 3.25± 0.69× 10−10
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the decays to π± γ, ρ±γ and K± γ are shown in Table 2.3 [88]. In the case of the W±

decays there is no indirect amplitude, as similarly for the flavour-violating decays of the

H and Z bosons, this would require a photon to undergo a flavour-violating decay, which

is forbidden in the SM.

2.3.3 Experimental Results

Several searches for the exclusive Higgs, Z and W± boson decays to a meson and a photon

have been conducted at the LHC. The initial searches for the Higgs and Z boson decays

to J/ψ γ and Υ(1S, 2S, 3S) γ by ATLAS were performed using the Run 1 dataset [90],

as well as for their decays to φ γ [91]. These searches were updated using the partial

2015–2016 Run 2 dataset of up to 36.1 fb−1 collected at
√
s = 13 TeV, where the Q γ

search was updated to include the ψ(2S) γ final state [92] and the φ γ search also included

the H and Z boson decays to ρ γ [93]. The most recent ATLAS result for the exclusive

decays searches for the H and Z boson decays to Q γ and uses the full Run 2 dataset of

139 fb−1 collected at
√
s = 13 TeV [94]. These searches are presented in full in Chapter 5

The latest 95% confidence level (CL) upper limits on the branching fractions on each

decay channel from these searches are summarised both in Table 2.4 and in Figure 2.8.

These are the world-leading limits on each decay channel. The CMS experiment has

searched for the decay H → J/ψ γ using the Run 1 dataset [95], and later searched for

both H and Z boson decays to J/ψ γ using the partial Run 2 dataset, yielding 95% CL

upper limits of 7.6 × 10−4 and 1.4 × 10−6, respectively, from 35.9 fb−1 of data collected

at
√
s = 13 TeV [96]. The CMS experiment has also searched for the decay W± → π±γ

using the full Run 2 dataset of 137 fb−1 collected at
√
s = 13 TeV and reported a 95%

CL upper limit of 1.5 × 10−5 [97]. Finally, the LHCb experiment has searched for the

decay Z → D0 γ using 2.0 fb−1 of data collected at
√
s = 13 TeV, yielding a 95% CL

upper limit of 2.1× 10−3 [98].

Searches for the rare decays H(Z) → ω γ and W± → (π±, ρ±, K±) γ at ATLAS are

ongoing, as well as for the flavour-violating decays H → (D∗, K∗) γ and Z → (D0, Ks) γ.

The current status of the searches for H → D∗ γ, Z → D0 γ, and Z → Ks γ is presented
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Table 2.4: Limits at 95% CL on the branching fractions for each of the H(Z) → M γ decays
searched for by the ATLAS experiment.

95% CL Branching Fraction Upper Limit
Decay Channel Z Decay H Decay

Υ(1S) γ 1.1× 10−6 2.5× 10−4

Υ(2S) γ 1.3× 10−6 4.2× 10−4

Υ(3S) γ 2.4× 10−6 3.4× 10−4

J/ψ γ 1.2× 10−6 2.0× 10−4

ψ(2S) γ 2.4× 10−6 10.5× 10−4

φ γ 0.9× 10−6 4.8× 10−4

ρ γ 25× 10−6 8.8× 10−4
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Figure 2.8: Summary of the 95% CL upper limits on Higgs and Z boson branching fractions
for exclusive decays to a meson and a photon from the ATLAS experiment, assuming Standard
Model Higgs boson production. Each limit is the world-leading result. The limits on H(Z) →
Q γ are from Ref. [94] whilst the limits on H(Z)→ φγ and H(Z)→ ρ γ are taken from Ref. [93].
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in Chapter 6. In addition to the searches for exclusive decays of the Higgs and massive

vector bosons to a meson and a photon, similar exclusive decays searches involving a

meson have been conducted by ATLAS and CMS. For ATLAS, these include searches

for H → Z J/ψ and H → Z ηc [99]. For CMS, these include searches for H → Z φ

and H → Z ρ as well as searches for Higgs and Z boson decays into pairs of J/ψ or

Υ(1S, 2S, 3S) vector quarkonium states [100].
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3 The ATLAS Experiment at the CERN Large Had-

ron Collider

ATLAS, one of four major experiments located on the Large Hadron Collider (LHC)

ring at CERN, is a general purpose particle physics detector. This chapter describes the

operation of the LHC in Section 3.1 which provides the high energy proton–proton (pp)

collisions for ATLAS, which described in Section 3.2. The data acquisition and triggers

for ATLAS are described in Section 3.3, including the physics performance for particles

relevant in rare exclusive decays, and the software which ATLAS uses in to process of

data and simulate events is described in Section 3.4.

3.1 The Large Hadron Collider

The Large Hadron Collider [6] is a circular collider and the highest-energy particle ac-

celerator ever built, with a circumference of 27 km. It is situated approximately 100 m

underground on the Swiss-French border at CERN, inside of the tunnel used previously

for the Large Electron-Positron (LEP) collider which operated from 1989 until 2000. It is

a synchrotron designed to accelerate protons up to 7 TeV in two counter-rotating beams,

and to collide them head-on at several interaction points (IP) around the detector where

experiments measure the properties of the collisions. As protons are approximately 2000

times more massive than electrons, significantly less energy is lost due to synchrotron

radiation. As a result, the LHC is capable of accelarating protons to much higher en-

ergies compared to the electrons and positrons at LEP, despite them having the same

circumference. As well as pp collisions, the LHC is also capable of colliding heavy ions

such as lead ions which can be used in further physics studies.

The LHC is the last element in the CERN accelerator complex, shown in Figure 3.1, a

chain of machines which accelerate protons to increasingly higher energies. Many of these

machines have their own set of experiments for physics studies at lower energies. Protons

are originally sourced from bottles of hydrogen gas, which are stripped of their electrons,

and then accelerated to 50 MeV by Linac2, a type of linear accelerator. These are then
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injected into the Proton Synchrotron Booster (PSB) which accelerates the protons to

1.4 GeV before injecting them into the Proton Synchrotron (PS), which accelerates them

to 25 GeV. From there, protons are injected into the Super Proton Synchrotron (SPS)

where they are accelerated to 450 GeV. Finally, they are transferred into the LHC in

two separate beams, one travelling clockwise and the other anticlockwise, where they are

accelerated further. During Run 2 the proton beams were accelerated up to 6.5 TeV,

the record at the time, to provide collisions with a total centre-of-mass energy of
√
s =

13 TeV. Protons are sent to the LHC in bunches, which are groups of approximately

1011 protons, and the LHC is designed to handle 2808 bunches per beam which circulate

for approximately 10 hours. These bunches are spaced 25 ns apart (corresponding to a

distance of ∼ 7.5 m) and give rise to approximately one-billion collisions per second.
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Figure 3.1: The CERN particle accelerator complex in 2018 at the end of Run 2. The LHC
(dark blue line) is the last ring in a chain of particle accelerators. ©2018–2022 CERN.

The LHC itself is not a perfect circle but is made up of eight arcs and eight straight

sections called insertions. The accelerator features of a variety of magnets, 9593 in total,
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to optimise the trajectory of the protons. The main types are the dipole magnets for

the bending of particle trajectories, and the quadrupole magnets for the focusing of the

beams to maximise the number of collisions. There are 1232 main dipole magnets, which

operate at 1.9 K using superfluid helium, and 392 main quadrupole magnets. The LHC

also features of eight superconducting radiofrequency (RF) cavities per beam, which

accelerate the protons in bunches. These operate at a temperature of 4.5 K. The LHC

operates under a vacuum pressure of 10−13 to avoid collisions with gas molecules.

Particles collide at four IPs, shown in Figure 3.2, where the main particle experiments

lie. The ATLAS (A Large Toroidal LHC ApparatuS) [4] and CMS (Compact Muon

Solenoid) [5] experiments are situated at opposite sides of the LHC ring, and serve as

the two general-purpose particle physics experiments. The LHCb (Large Hadron Col-

lider beauty) [101] experiment specialises in the study of the small matter-antimatter

asymmetry in the interactions of B-hadrons, which are hadrons containing b-quarks. The

ALICE (A Large Ion Collider Experiment) [102] experiment specialises in the study of

lead-ion collisions to investigate the properties of quark-gluon plasma, a high-energy state

of matter where quarks and gluons are no longer confined inside hadrons.

3.1.1 Luminosity and Pile-up

To maximise the potential for studying physics processes it is beneficial to have high

statistics. The event rate for a given physics process at a particle accelerator is given by

dN

dt
= Lσ,

where σ is the cross section for the process, which is determined by the underlying physics

and is a measure of the probability for an interaction of a particular type to occur. Cross

section is typically measured in barns, where b = 10−28 m2. The quantity L is known

as the instantaneous luminosity, which is a measure of the intensity of the collisions in

the accelerator in cm−2s−1 or b−1s−1, and is determined by the properties of the machine

producing the interactions. The LHC is designed to have a peak instantaneous luminosity
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Figure 3.2: Schematic layout of the LHC. The red (clockwise) and blue (anticlockwise) lines
denote the path of the two counter rotating beams, which collide at four interaction points
where the primary experiments of the LHC lie [6].
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of ∼ 1.2× 1034 cm−2s−1 [6].

Another useful quantity to describe the capability of a particle accelerator to deliver

events is the integrated luminosity L, which is the integral of L with time measured in

cm−2 or b−1,

L =

∫
L · dt.

This is a measure of the total number of events N = Lσ delivered throughout the oper-

ation of a detector. Figure 3.3 shows the cumulative integrated luminosity recorded at

√
s = 13 TeV as Run 2 of the LHC progressed, with a total of 139 fb−1 of data good for

physics delivered to ATLAS by the end of 2018 [103]. Figure 3.3 also shows the fraction of

events versus L which meet the data quality requirements [103] to be used in physics ana-

lyses. The result of assessing ATLAS data and applying data quality requirements is the

‘Good Runs List’ (GRL) for each year of data taking. This is a list of luminosity blocks

(LB) which are certified as good for physics analyses and it is designed to filter out any

data compromised by anomalous conditions in the detector. The total good-for-physics

integrated luminosity which is the sum of the LBs that are present in the GRLs.
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Figure 3.3: The cumulative integrated luminosity delivered by the LHC to ATLAS between
2015–2018, where (a) shows the delivered luminosity versus time, and (b) shows the cumulative
portion of events that meet the data quality requirements versus total integrated luminosity for
each year of operation during Run 2 [103].
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One consideration when operating particle experiments at higher luminosities is the pile-

up, which is the number of pp interactions in the same or neighbouring bunch crossings.

This can reduce the efficiency for event reconstruction as the more events that occur in the

detector at a given time, the harder it is to resolve each event individually. For example

particles from different pp interactions can overlap in the detector components. Figure 3.4

shows the average number of events per bunch crossing for each year of operation during

Run 2, which changed from about 13 pp interactions per bunch crossing in 2015 to about

36 in 2018 as the instantaneous luminosity at the LHC increased.
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Figure 3.4: The pile-up of the interactions in the ATLAS detector throughout different run
periods [103].

3.2 The ATLAS Detector

The ATLAS detector [4], shown in Figure 3.5, is a multipurpose particle detector designed

for a wide range of physics, from studies of the Higgs boson, the top quark, and precision

measurements of the Standard Model, to searches for exotic BSM physics such as for

dark matter and supersymmetry. It has an approximately forward–backward symmetric

cylindrical geometry and a coverage of nearly 4π in solid angle around the interaction

point (IP) for event reconstruction. With a length of 46 m and a diameter of 25 m,

it is the largest-volume detector for a particle collider in the world. It has a mass of
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approximately 7, 000 tonnes and is situated in a cavern 100 m underground.

Figure 3.5: The layout of the whole ATLAS detector [4]. ATLAS Experiment ©2008 CERN.

The detector itself consists of six separate subsystems to measure the momentum, tra-

jectory and energy of particles, which are wrapped in concentric layers around the IP.

From innermost to outermost systems, these are the pixel detector, semiconductor tracker

(SCT), and transition radiation tracker (TRT) of the inner detector (ID), followed by the

electromagnetic and hadronic calorimeters, and finally the muon spectrometer (MS). The

three subsystems that make up the ID are designed for the precision tracking of charged

particles, the calorimeters are designed to measure the energy of both charged and neut-

ral particles, and the MS is designed for the tracking of muons, which are able to pass

through the entire detector geometry. Integrated alongside the detection subsystems is

a magnet system designed to bend the paths of charged particles through the Lorentz

force, which is used to measure both their momenta and their charges. This consists of

the solenoid magnet to provide a magnetic field for the ID, and the toroid magnets to

provide a magnetic field for the MS. This section describes each of these components in

more detail.

The ATLAS experiment uses a right-handed coordinate system with its origin set to
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the IP in the centre of the detector, and the z-axis along the beam pipe of the LHC.

The x-axis points from the IP to the centre of the LHC ring, and the y-axis points

upward. In the transverse plane, cylindrical coordinates are used in (r, φ), where r is

the radius and φ is the azimuthal angle about the z-axis. In the longitudinal plane the

quantity pseudorapidity, η is used, which is defined in terms of the polar angle θ as

η = − ln[tan(θ/2)]. This value is invariant to Lorentz boosts along the z-axis.

Several useful quantities to describe properties of particles in the detector are defined

with respect to these coordinate systems. The rapidity, y, is defined as

y =
1

2
ln

(
E + pz
E − pz

)
,

where E is the energy of the particle and pz is the momentum of the particle along the

z-axis. In the limit of high energy, y approaches η. The angular separation between

two particle tracks, ∆R, in (η, φ) is defined as ∆R =
√

(∆φ)2 + (∆η)2, where ∆φ is the

difference between the azimuthal angle, φ1,2, coordinates of the two tracks, wrapped into

the range −π to π, and ∆η is the difference between the pseudorapidities, η1,2, of the two

tracks. The transverse momentum of a track, pT, is the momentum of the particle in the

transverse plane and is defined as pT =
√

(px)2 + (py)2, where px and py are the momenta

of the particle along the x- and y-axes, respectively. Adding pz in quadrature with pT gives

the magnitude |~p| of the total momentum of the particle, |~p| =
√

(px)2 + (py)2 + (pz)2.

3.2.1 Magnet System

The momentum and charge of particles in the ATLAS detector are measured by bending

their trajectories with magnetic fields through the ATLAS magnet systems [104]. This is

done through the use of two different types of superconducting magnetic systems called

the toroidal magnet systems, split into the barrel [105] and endcap [106], and the central

solenoidal magnet system [107]. These systems are cooled to approximately 4.5–4.6 K to

provide the necessary magnetic field strengths, a temperature which is achieved within

a day of cooling for the solenoid magnet and five weeks of cooling for the larger toroid
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magnets.

The central solenoid magnet surrounds the inner detector at the core of the experiment,

and provides an axial magnetic field. It is 5.8 m long, with an inner diameter of 2.46 m,

an outer diameter of 2.56 m, and a total mass of 5.7 tonnes, 5.4 T of which are from the

coils themselves. The small thickness is designed to minimise the amount of interactions

between the magnet and particles in the detector, as this information cannot be recorded.

Despite being so thin it provides a 2 T magnetic field to the ID, achieved by embedding

roughly 10 km of niobium–titanium (NbTi) superconducting wire inside pure aluminium

(Al) strips. It stores an energy of 40 MJ with an energy-to-mass ratio of 7.4 kJ/kg, and

has an operational current of 7.73 kA.

The toroid magnets surround the entire detector and provide a magnetic field to bend the

trajectories of muons in the muon spectrometer. The toroid magnets are split into one

large magnet surrounding the barrel of the ATLAS detector, and two further magnets

which are situated at each end of the experiment in the endcaps of the detector. The

central barrel toroid is the largest toroidal magnet ever built, with a length of 25.3 m,

an inner diameter of 9.4 m, an outer diameter of 20.1 m, and a total mass of 830 tonnes.

It provides a magnetic field for the range |η| < 1.4 and consists of eight coils each

individually encased in stainless-steel vacuum vessels and provides an average magnetic

field strength of approximately 0.5 T, achieved with roughly 56 km of NbTi wire. The

total energy stored by the barrel toroid is 1.08 GJ, which has an operational current of

20.5 kA. The two endcap toroids are designed to bend the trajectories of muons leaving

the detector near the beam pipe, and have a total mass of 239 tonnes each, with inner

diameters of 1.65 m, outer diameters of 10.7 m, and lengths of 5.0 m. Each endcap toroid

consists of eight coils which share a common cryostat and provides an average magnetic

field strength of approximately 1.0 T, achieved with 13 km of NbTi wire per toroid, for

the range 1.6 < |η| < 2.7. The total energy stored by each endcap toroid is 0.25 GJ,

and each has an operational current of 20.5 kA, similarly to the barrel toroid. The field

integral of the toroids ranges between 2.0–6.0 Tm across most of the detector, and in the

transition region 1.4 < |η| < 1.6 the magnetic field is provided by a combination of the
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barrel toroid and the endcap toroids.

3.2.2 Inner Detector

The inner detector [108, 109] is the innermost subsystem of the ATLAS detector and

provides measurements close to the interaction point. Its primary purpose is to measure

the momenta of charged tracks produced at the IP and to identify the production ver-

tices of primary and secondary charge particles, based on the ionisation of the sensitive

material by charged tracks. The layout of the ID consists of three main sections, and

is shown in Figure 3.6. From smaller-to-larger radii three sections are the silicon pixel

detector, the semiconductor tracker (SCT), and the transition radiation trackers (TRT).

The entire ID is surrounded by the superconducting solenoid magnet, and is immersed

in an approximately uniform 2 T axial magnetic field for the measurements of charged

particle momenta. During the first long shutdown (LS1), before data-taking started in

2015 for Run 2, an additional pixel detector was installed inside the innermost layer of

the ID called the insertable B-layer (IBL) [110, 111], exploiting the now-smaller beam

pipe to obtain an additional measurement closer to the IP. The specific dimensions of

each component are shown in Figure 3.7, including the newly installed IBL. The ID is

split into the barrel at small pseudorapidity and the endcap at large pseudorapidity. In

total the ID is 6.2 m long, with an inner radius of just 33.5 mm and an outer radius

of 1.1 m. Overall the pixel detectors and SCT cover a pseudorapidity range |η| < 2.5

for tracking and the TRT covers a range |η| < 2.0 for tracking and the identification of

electrons.

The silicon pixel detector [113] is the first point of detection in ATLAS, and consists of

three layers of silicon pixel modules. Including the IBL, the four pixel detector layers

typically provide three to four precise measurements per charged particle track, with a

precision of 10 µm in r–φ and 115 µm in z for the barrel, and r for the endcaps. In

total there are approximately 92 million pixels in the pixel detector, with a granularity

of 50×250 µm2 in (φ, z) for the IBL, and 50×400 µm2 for the outer three layers. The

four layers in the barrel contain 1736 sensor modules in total and the three layers in each
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Figure 3.6: The layout of the ATLAS inner detector [4]. ATLAS Experiment ©2008 CERN.

Figure 3.7: A schematic diagram of the layout of one quadrant of the ATLAS inner detector
for Run 2 in the r–z plane [112].
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endcap contains 288 modules. The innermost layers of the pixel detectors enhance the

reconstruction of secondary vertices.

The SCT surrounds the pixel detector and contains eight strip layers, paired into four

stereo strips, and typically provides up to eight measurements per track with a resolution

of 17 µm in r–φ and 580 µm in z for the barrel, and r for the endcaps. In total there are

approximately 6.3 million readout channels in the SCT, with a readout strip every 80 µm

on the silicon. There are 4088 two-sided sensor modules in total. The SCT allows the

impact parameters of each track to be measured and provides vertexing for heavy-flavour

tagging and τ -lepton tagging.

The TRT surrounds the SCT and is made up of many layers of gas-filled drift tubes

called straws. There are 300, 000 straws each 4 mm in diameter with 30 µm gold-plated

tungsten wires in their centres. The gas mixture used in the straws is primarily xenon

(Xe), carbon dioxide (CO2) and oxygen (O2), with a ratio of Xe:CO2:O2 (70% : 27% : 3%)

and a pressure of 5–10 mbar. During Run 1 of the LHC significant gas leaks were observed

in the LHC. Many of these were repaired for Run 2, but for modules which still have leaks,

an argon (Ar) mixture of Ar:CO2:O2 (70% : 27% : 3%) is used to mitigate the loss of

Xe [114]. In the barrel region the straws are 144 cm long and are divided into two halves at

η ≈ 0. In the endcaps the straws are 37 cm long and are arranged radially in wheels. The

total number of readout channels for the TRT is roughly 351, 000, with approximately

35 measurements per track. Unlike the pixel detector and SCT, the TRT only provides

information about the r–φ coordinates of the track, with a precision of 130 µm. However,

the TRT is able to discern electrons from other charged particles such as pions, based

on the fraction of hits for a given track (approximately 30) that lie above a high-energy

threshold, corresponding to transition radiation.

3.2.3 Electromagnetic Calorimeter

The calorimetery system [115], shown in Figure 3.8, consists of high-density materials

designed to absorb both charged and neutral particles, and active layers which measure

the energy that they lose as they traverse the detector. The calorimeters are able to stop
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most known particles, with the exception of muons and neutrinos, and are split into two

components which cover a range of |η| < 4.9 in total.

Figure 3.8: The layout of the ATLAS calorimeter system [4]. ATLAS Experiment ©2008
CERN.

The first component is the electromagnetic (EM) calorimeter [116], and is the inner

of the two calorimeter systems. This is specialised in measuring the energy deposits of

electromagnetic particles in the region |η| < 3.2, namely electrons, positrons and photons.

The EM calorimeter consists of high-granularity (liquid argon) LAr sampling calorimeters

with lead (Pb) absorbers and a characteristic accordion geometry, where the ionisation

of the LAr from the showers produced by incoming particles produces an electric current

which is used to measure the energy of the original particle. It is divided into a barrel

component for |η| < 1.475 and two endcap components for 1.375 < |η| < 3.2. To keep

the argon in a liquid state, the LAr calorimeters are cooled to a temperature of 89 K.

The EM calorimeter shares a common vacuum vessel with the central solenoid magnet

to reduce the number of vacuum walls, minimising interactions in the support structure

which cannot be measured, and provides a complete symmetry in φ without any cracks.

The barrel part is separated into two halves at z = 0 with a separation of 4 mm and has
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roughly 100, 000 readout channels. Each endcap is separated into two coaxial wheels with

an inner wheel covering 1.375 < |η| < 2.5 and an outer wheel covering 2.5 < |η| < 3.2,

and each endcap has roughly 62, 000 readout channels. In the range |η| < 2.5 for precision

physics, the EM calorimeter is separated into three layers, whereas for the range of the

endcap outer wheels, 2.5 < |η| < 3.2, the calorimeter is separated into two layers. The

coverage from 3.1 < |η| < 4.9 is provided by the forward calorimeter, which consists of a

LAr module with a copper (Cu) absorber optimised for EM calorimetry. An additional

thin LAr presampler covers the range |η| < 1.8 to correct for energy losses upstream of

the calorimeter. This consists of an active LAr layer with a thickness of 1.1 cm in the

barrel region, covering |η| < 1.52 with 7808 readout channels, and 0.5 cm in the endcap

region, covering 1.5 < |η| < 1.8 with 1536 readout channels each.

3.2.4 Hadronic Calorimeter

The second of the calorimeters is the hadronic calorimeter [117], which surrounds the EM

calorimeter. This is specialised in measuring the energy deposits of hadronic particles,

such as pions, kaons, neutrons and protons, which do not deposit all of their energy in

the EM calorimeter. In the region |η| < 1.7 the hadronic calorimeter is made of a high

density material consisting of layers of steel and plastic scintillating tiles, and is called the

tile calorimeter. As particles hit the steel they cause showers of particles which produce

photons in the scintillating material. The photons are collected and converted into an

electric current with an intensity proportional to the original particle’s energy. The tile

calorimeter is separated into the barrel region for |η| < 1.0 and two extended barrel

regions for 0.8 < |η| < 1.7. Each component has an inner radius of 2.28 m, an outer

radius of 4.25 m, and are divided into 64 modules azimuthally and segmented into three

layers radially.

The hadronic calorimeters in the endcaps use LAr technology with a Cu absorber and

cover the range 1.5 < |η| < 3.2, with some overlap in |η| between both the tile calori-

meter and the hadronic forward calorimeters to reduce the drop in material density in

the transition regions. There are two independent wheels per endcap, located directly
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behind the endcap calorimeters of the EM calorimeter. The hadronic and EM calorimeter

endcaps share a crysostat for the cooling of the LAr. Each of the two endcap hadronic

calorimeters are built from 32 identical wedge shaped modules and are divided into two

segments in depth to give four layers per endcap, and have an inner radius of 0.475 m

(except for in the overlap region with the forward calorimeter, where the inner radius is

0.372 m) and an outer radius of 2.03 m. The coverage from 3.1 < |η| < 4.9 is provided

by the forward calorimeter, which consists of two LAr modules with a tungsten (W)

absorber optimised for hadronic calorimetry.

3.2.5 Muon Spectrometer

The outermost layer of the ATLAS detector is the muon spectrometer [118], shown in

Figure 3.9. It specialises in the identification and reconstruction of muons, which are

able to escape the ID and the calorimeters. It measures their deflection by the magnetic

field generated by the superconducting toroidal magnets, where the field integral ranges

from 2.0–6.0 Tm. It is separated into four subsystems, called the thin-gap chambers

(TGC), resistive-plate chambers (RPC), monitored drift tubes (MDT) and the cathode

strip chambers (CSC).

The MDTs and CSCs are designed for precision tracking of muons and cover a range

of |η| < 2.7. The MDTs are arranged in three main layers and primarily cover the

barrel region of the detector for |η| < 2.7, where the innermost layer covers |η| < 2.0.

There are 354,000 drift tubes in total, spread across 1150 chambers. Each chamber

consists of three to eight layers of drift tubes operated at 3 bars of pressure with a gas

mixture of Ar:CO2 (93% : 7%), and achieve an average resolution of 80 µm per tube and

about 35 µm per chamber. The CSCs are a type of multiwire proportional chamber with

cathods segmented into strips in orthogonal directions, and cover the endcap region with

high granularity between 2.0 < |η| < 2.7 where the background rate is higher. There

are 31,000 channels per endcap, spread across 32 chambers each. The resolution of each

chamber is 40 µm in the bending plane and roughly 5 mm in the transverse plane.

The RPCs and TGCs are used for triggering and an additional measurement of the co-
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Figure 3.9: The layout of the ATLAS muon spectrometer [4]. ATLAS Experiment ©2008
CERN.

ordinates of each muon in φ, which is in the non-bending plane, and η which is in the

bending plane. The precision-tracking chambers are specialised in the measurement of

the η coordinate of each muon. These are matched with the η coordinates measured by

the trigger system, and the φ coordinate measured by the trigger system is subsequently

adopted as the second coordinate of the muon. The trigger chambers also provide inform-

ation for the identification of bunch crossings due to their time resolution of 15–25 ns and

to provide well defined pT thresholds. The muon trigger system covers a range |η| < 2.4,

where coverage in the barrel for |η| < 1.05 is provided by the RPCs and coverage in the

endcap for 1.05 < |η| < 2.4 is provided by the TGCs. The TGCs additionally cover the

range up to 1.05 < |η| < 2.7 for measurements of the second coordinate. In total there

are 373,000 channels in the RPCs spread across 606 chambers, and 318,000 channels in

the TGCs spread across 3588 chambers.
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3.3 Data Acquisition and Physics Performance

Raw information measured by the ATLAS detector needs to be processed to determine

which events should be retained for further analysis, as well as for the reconstruction

and identification of physics objects in passing through the detector resulting from the

collisions. This section describes the methods ATLAS uses to trigger on and record

interesting events and a selection of algorithms and processes used to reconstruct and

identify physics objects that are relevant in the scope of this thesis.

3.3.1 Data Acquisition and Triggers

With a bunch crossing rate of 25 ns and an average of 36 pp interactions per bunch

crossing in 2018, the ATLAS detector must cope with approximately 1.6 B collisions

per second, which corresponds to a data volume of approximately 60 TB every second.

Only a small fraction of these collisions contain interesting information for use in further

studies. To reduce the huge amount of data flowing through the detector to manageable

levels, ATLAS employs a two-level trigger system to pick events with interesting charac-

teristics [119, 120]. The layout of the trigger and data acquisition system (TDAQ) used

throughout Run 2 is shown in Figure 3.10.

The first-level trigger (L1) is hardware based and works on a basic subset of information

from the calorimeters and muon spectrometer. This decides whether or not to keep an

event within 2.5 µs of an it occuring, and reduces the data flow from 40 MHz down to

a level of 100 kHz, which is passed on to the software-based second-level trigger. The

second-level trigger, also known as the high-level trigger (HLT), uses the full information

of each event measured by the detector and performs detailed analyses of the information

from the specific detector regions using a farm of approximately 40,000 CPU cores. In

roughly 200 µs the HLT is able to filter the 100 kHz of data to a rate of 1 kHz for

permanent storage. The stored events are then able to be used in detailed analyses

offline. Throughout Run 2 approximately 1500 individual event selections were available

in the trigger menu, where the bandwidth and chosen physics signatures of each trigger

reflect the physics goals of the experiment.
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Figure 3.10: A flowchart of the ATLAS trigger and data acquisition system operating throughout
Run 2 [120].

3.3.2 Tracks and Vertices

The reconstruction of charged particle tracks is primarily performed by the ID. Tracks

which reach the detector consist primarily of electrons, protons, pions, kaons and muons.

Most other particles decay in the beam pipe before they can reach the ID. Track recon-

struction is performed through a sequence of algorithms that use measurements from the

different components of the ID [121, 122], and can reconstruct tracks with pT > 400 MeV

and η < 2.5. The first stage is the inside-out pattern recognition sequence which seeds

tracks starting from the pixel detectors and performs hit finding into the outer edge of

the ID using a combinatorial Kalman filer [123]. The second stage is the ambiguity solver

which resolves fake and overlapping track candidates found during the crude pattern re-

cognition. The third stage extends the tracks from the silicon detectors into the TRT.

A complementary outside-in pattern recognition sequence is also used starting from the

TRT and moving towards the pixel detectors. This is particularly helpful in resolving

secondary particles such as from displaced Ks → π+π− decays or photon conversions
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(γ → e+e−) which don’t always have hits in the silicon detectors. Figure 3.11 shows the

ID track reconstruction efficiency versus track pT and η using minimum bias events. The

loose and tight requirements are based on both the kinematic requirements on pT and

η above, and on the number of hits and holes (missing hits) of the track in the silicon

detectors. The selections are defined in Ref. [124].
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Figure 3.11: The efficiency of the ATLAS inner detector to reconstruct tracks (a) versus track
pT and (b) versus track η [124].

Primary vertices in ATLAS, the vertices of the pp collisions themselves, are reconstructed

using an iterative vertex finding algorithm described in Ref. [125], split into two stages.

The first stage is the primary vertex finding algorithm which is designed to associate

tracks with vertex candidates, the second is the χ2-based vertex fitting algorithm which

is designed to reconstruct the position of the vertex with its corresponding error matrix.

The fitting stage also refits the tracks associated with the vertex to constraining them to

originate from the interaction point. Vertices are seeded in the finding stage by searching

for a global maximum in the z coordinates of tracks in an event. Tracks which are

incompatible with this vertex by more than 7σ are used to seed new vertices. The vertex

reconstruction efficiency versus number of tracks in the event is shown in Figure 3.12.

3.3.3 Photons and Electrons

Photons and electrons are reconstructed with similar methods in ATLAS, as both interact

in the EM calorimeter to form showers. The main difference is that electrons additionally
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Figure 3.12: The efficiency of vertex reconstruction in ATLAS versus number of tracks in the
event in low-µ data, where µ is the average number of interactions per bunch crossing [126].

leave a track in the ID. Photon candidates are either converted, where they interact in the

ID and are converted into a pair of electrons, γ → e+e−, or unconverted where they only

interact in the EM calorimeter. Electron and photon reconstruction is performed in the

region |η| < 2.47 and is based on clusters of energy deposits in the EM calorimeter [127].

Clusters that match a reconstructed ID track which is consistent with originating from an

electron produced at the IP are classed as electrons. Clusters without matching ID tracks

are classed as unconverted photons. Clusters matched to a single ID track consistent with

a photon conversion or a two-track vertex consistent with a photon conversion are classed

as converted photons, including requirements on the number of hits in the innermost pixel

detector layers and the number of high-threshold hits in the TRT.

Three identification criteria which vary in purity are defined for electrons, based on

likelihood-methods using information from both the EM calorimeter and the ID. In order

of most-to-least pure, these are ‘tight’, ‘medium’, and ‘loose’, and are defined in detail

in Ref. [128]. Both calorimeter-based and track-based isolation variables are used in
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electron identification. Figure 3.13 shows the reconstruction efficiency for each electron

identification criteria versus pT and η.
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Figure 3.13: The efficiency of the ATLAS inner detector to reconstruct electrons (a) versus
track pT and (b) versus track η [129].

Two identification criteria are defined for photons based on the shapes of the showers in

the calorimeter as well as isolation criteria. These are ‘tight’ and ‘loose’, and are defined

in detail in Ref. [130]. Figure 3.14 shows the reconstruction efficiency of tight photons

versus ET for both converted and unconverted photon candidates.

3.3.4 Muons

Muons are the only particles other than neutrinos that are able to reach the muon spec-

trometer. Reconstruction of muons is first performed independently in the ID and the

MS, and the information from each component is combined to form the final muon tracks

that are used in physics analyses [131]. In the ID, muons are reconstructed like any other

charged particle track. In the MS, muons are reconstructed by searching for hit patterns

in each muon chamber to form track segments using Hough transforms [132]. Muon can-

didates are built from fitting together hits from track segments in different layers of the

MS and an overlap removal procedure is used to resolve which tracks to assign each hit.
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Figure 3.14: The efficiency of the ATLAS inner detector to reconstruct (a) unconverted photons
and (b) converted photons versus ET [129].

The combined ID-MS reconstruction is performed using information from the ID, MS,

and the calorimeters. There are four types of muon, defined depending on which detector

components are used in their reconstruction. The first type is the combined (CB) muon,

where full tracks are reconstructed independently in the ID and the MS, and a combined

track is formed using a global refit where MS hits can either be added or removed to

the track candidate. Most CB muons are formed with an outside-in pattern recognition

approach starting from the MS and extrapolated inwards to match an ID track, but an

inside-out pattern recognition is also used as a complementary approach, starting from

the ID and extrapolating outwards. The second type is the segment-tagged (ST) muon,

where ID tracks are classified as a muon if they match at least one track segment in the

MDT or CSC chambers when extrapolated to the MS. These are used when muons only

cross one layer of the MS, such as low-pT muons or muons which fall in MS regions with

low acceptance. The third type is the calorimeter-tagged (CT) muon, where a track in

the ID is identified as a muon if it is matched to an energy deposit in the calorimeters

which are consistent with a minimum-ionising particle. This type of muon is optimised

for the region |η| < 0.1 where the MS is only partially instrumented. The fourth type of

muon is the extrapolated (ME) muon, where the MS has not matched an ID track but
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is loosely compatible with originating from the IP when the track is extrapolated, taking

into account energy lost in the calorimeters. This type of muon is used to extend the

acceptance of muon reconstruction into the range 2.5 < |η| < 2.7 which is outside of the

geometric acceptance of the ID. If an ID track is shared between muons of several types,

preference is given to CB muons which are the highest purity, then to ST muons and

finally to CT muons.

Muons are further categorised according to several identification criteria which have vary-

ing purity, and are useful depending on the requirements of the specific physics analysis.

The three inclusive identification criteria are ‘medium’, ‘loose’ and ‘tight’, whilst a fourth

‘high-pT’ criteria is provided for muons with pT > 100 GeV which is optimised for searches

for high-mass Z ′ and W ′ resonances [133, 134]. The full selection criteria is presented

in Ref. [131], but in general medium muons are the default identification criteria used in

analyses. These minimise systematic uncertainties associated with muon reconstruction

and only include CB and ME muon tracks. The loose selection criteria maximises recon-

struction efficiency whilst still providing good quality muon tracks, and include all types

of muon tracks. This criteria is optimised specifically for Higgs boson candidates in the

four-lepton final state [135] and all CB and ME muons that satisfy the medium criteria

are included in the loose selection. The tight selection criteria maximises the purity of

the muons at the expense of some efficiency, and only CB muons are inclued. Figure 3.15

shows the performance of the ATLAS experiment in reconstructing muons in the loose,

medium, and tight categories versus muon pT and muon η [136].

3.4 Software and Simulation

The interpretation, reconstruction and analysis of data obtained by the detector is a vital

part of the ATLAS experiment, and is largely based on software. For this purpose the

Athena framework was developed [137, 138], which is built primarily on the Gaudi

framework [139]. Analyses are typically structured such that Athena is used to process

bulk data from the experiment and select relevant information; the output of this is often

a more manageable ROOT [140] file that is used for the final studies, depending on the
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Figure 3.15: The efficiency of the ATLAS inner detector to reconstruct muons (a) versus track
pT and (b) versus track η [136].

particular investigation.

Reconstructed information from the experiment is stored in the ‘AOD’ data format, which

contains the full information of each event. Before they are used in any analyses a second

processing is often used, known as derivation, to reduce the information stored to just that

useful in the specific physics analysis. The derivations perform selections on the events

to either skim them (reject the event entirely), slim them (reduce the number of variables

stored in an event for each object to only that which is necessary in the analysis), or thin

them (remove physics objects that are unnecessary). The primary advantage of these

derived AODs, known as DAODs, are their small size compared to full AODs, making

them significantly easier to handle.

The simulation of physics events plays an important role towards understanding of the

response of the ATLAS detector. The Monte Carlo (MC) technique is vital in the simu-

lation of events, and can be achieved through the use of particle generators, such as Py-

thia8 [141, 142] and Sherpa [143], which generate physics events at truth level. Once

generated, truth-level events can be simulated in the ATLAS detector using Geant4 [144,

145] and processed with the ATLAS tracking software in Athena. Many packages are

available for this purpose, which vary in computation time and detail. The most detailed

simulation of ATLAS, called full-sim, fully simulates each event through the detector geo-
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metry with Geant4. However, to save on computational time, some faster simulations

exist such as ATLFAST-II [146], which simulates the ID and the MS with Geant4

but uses a parameterised approach to simulate the response of the calorimeters. Once

simulated, events are reconstructed with the same techniques used to process real physics

events and can be studied using the same analytical tools.
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4 Feasibility Study for a Data-Driven Measurement

of Inner Detector Track Reconstruction Efficiency

in Dense Environments

Dense environments are regions in a detector where the separations between particles from

an interaction are of the order of the granularity of the detector sensors being traversed,

such that resolving the separate particles becomes challenging. With the increase of

centre-of-mass energy of LHC proton–proton collisions from
√
s = 7–8 TeV in Run 1 to

√
s = 13 TeV in Run 2, the production rates of boosted objects such as high-pT jets

have increased [147, 148], and tracking in dense environments such as in the cores of

these jets has grown increasingly important. Boosted objects in hadronic final states are

sensitive probes to potential new physics, and in such cases studies of jet substructure

could be crucial to unveil the underlying physics [149]. Physics analyses in these dense

environments include signatures involving boosted, hadronically decaying τ -leptons [150,

151] and high-mass diboson resonances [40, 152–156]. In particular, the decay φ →

K+K− forms a two-particle dense environment [157, 158] as the small difference between

the sum of masses of the two kaons and the φ meson mass leads to a small opening

angle between the kaons, such that the two charged kaons are close to each other as they

traverse the detector. The reconstruction of φ mesons in this decay channel is vital to

measurements of CP violation in the Bs-meson decay B0
s → J/ψ φ [159–165], as well as

in searches for exclusive decays of the Higgs and Z bosons to φ γ directly relevant to this

thesis [91, 93].

Events with dense environments are also important in several performance studies such as

jet energy scale calibration [166], the calibration of jet mass in large radius jets [167], the

determination of systematic uncertainties on the measured jet energy scale and measure-

ments of substructure observables [168–172] distinguishing jets of different origins from

each other [173–176], the identification of b-jets [177–180], and the reconstruction of had-

ronically decaying τ -leptons [181, 182] which is important in the context of the exclusive
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Higgs and Z boson decay triggers for hadronic final states.

The dense cores of high pT jets and τ -leptons are characterised by separations between

charged particles on the order of the granularity of the pixels in the ATLAS inner de-

tector such that they may overlap, as in Figure 4.1(a). The charged particles forming

these merged clusters are more challenging to reconstruct compared to isolated charged

parcticles that form single-particle clusters, such as in Figure 4.1(b). A neural network

based approach was implemented during Run 1 to identify merged clusters created by

multiple charged particles [183]. This was optimised for dense enviroments for Run 2 fol-

lowing a targeted overhaul of the ambiguity processing stage of the track reconstruction

chain [184], motivated by the increased potential to study boosted objects due to the

increase of centre-of-mass energy in Run 2 compared to Run 1.

(a) (b)

Figure 4.1: Illustration of energy deposits on a pixel sensor: (a) merged clusters, from the
deposits of highly collimated charged particles, and (b) isolated, single-particle clusters. Dif-
ferent colours represent energy deposits from different particles, with the particle trajectories
represented by the arrows. The aspect ratio of the pixels is not drawn to scale. From Ref. [185].

The performance of the ATLAS track reconstruction algorithms in dense environments

was evaluated at the start of Run 2 [185–189]. In particular in Ref. [185], the efficiency to

reconstruct charged particles in boosted decays that result in dense environments such as

ρ→ π+π− and τ → π+π−π±ντ , as well as to reconstruct charged particles near jets, was

estimated based mainly on simulation. A technique to probe the performance of track

reconstruction in data, first used in Ref. [187], was used to measure the relative number
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of tracks lost in reconstruction due to the collimation of charged particles in high-pT jets.

Currently no data-driven method exists to measure the efficiency to reconstruct charged

particles in dense environments analogous to the ρ→ π+π− and τ → π+π−π±ντ studies

with simulation, where the expected number of tracks in the final state is known. The

decays J/ψ → µ+µ− and φ → µ+µ− provide a potential opportunity to measure the

track reconstruction efficiency in dense environments where two particles overlap in the

detector, by exploiting the different methods to reconstruct muons in the ATLAS de-

tector [131]. The capability of the ATLAS detector to reconstruct muon candidates both

in the ID and MS independently allows for the performance of the ID to be measured

based on muons reconstructed in the MS. A tag-and-probe method is investigated, similar

to those used in measurements of the muon reconstruction efficiency [136], where the tag

muon must be successfully reconstructed in both the ID and MS and the probe must at

least be reconstructed in the MS. The test considers whether the probe muon was also

reconstructed in the ID.

This chapter explores the feasibility of implementing this data-driven tag-and-probe

method to measure the efficiency of the ID to reconstruct both muons in boosted J/ψ →

µ+µ− and φ → µ+µ− decays, and how this depends on the separation between the two

muons by categorising events according to muon transverse momentum, pT, or angular

separation, ∆R =
√

(∆φ)2 + (∆η)2. Section 4.1 describes an analytical study of the

dependence of charged particle separation on pT and ∆R, accounting for the bending

of their trajectories due to the ATLAS solenoid magnet. Section 4.2 describes a study

using MC simulation to identify under which conditions track reconstruction efficiency

is expected to decrease, to establish the requirements for a data-driven measurement.

Section 4.3 discusses the prototype analysis of J/ψ → µ+µ− decays using 139 fb−1 of

ATLAS proton–proton collision data collected at
√
s = 13 TeV, and Section 4.4 discusses

the potential to of apply the same method on φ → µ+µ− decays. Finally, Section 4.5

highlights some of the considerations to take into account in this tag-and-probe method

in terms of biases and additional efficiencies that may affect the result, and the conclu-

sions of the investigation are summarised in Section 4.6. In this context, a re-sampling
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method to model the background in searches with boosted phase-spaces was developed.

4.1 Analytical Investigation of Charged Particle Separation

To fully understand any data-driven or Monte Carlo based study on the capability of

the ID to successfully resolve close-by charged particles, it is important to understand

from first principles the trajectory of charged particles in the detector and how this can

relate to a decrease in efficiency in dense environments. This section discusses how the

magnetic field in the ATLAS detector alters the trajectory of charged particles traversing

the ID, as well as the separation between same and oppositely charged particles at a

given radius from the interaction point. The dependence of particle separation on their

pT and ∆R is also studied, and this is used to predict the behaviour of the decrease in ID

efficiency, under the assumption that particles that overlap more have a lower efficiency

to be reconstructed as two separate tracks.

4.1.1 Bending of Charged Particles in the Magnetic Field

As discussed in Section 3.3, the Lorentz force causes charged particles to bend in magnetic

fields, and the curving of charged particles in the r–φ plane of the ATLAS detector caused

by the axial magnetic field is vital to measure their momentum. The higher the pT of

the particle, the harder it is to deflect for a given magnetic field strength, such that the

radius of curvature of the particle is a smaller. The trajectory of a particle forms the

arc of a helix as it traverses the detector. The sagitta of the arc, the distance from the

midpoint of the arc to the midpoint of its chord, in the r–φ plane is used to measure pT.

The important quantity in this study is the radius of the circle that the arc traces in r–

phi, called the radius of curvature rmag of the particle. The calculation of the arc length

of deflection, Smag, caused by this bending in the axial magnetic field is summarised

diagramatically in Figure 4.2.

Using the Lorentz force, the relation between rmag, the pT of a particle with charge q,

and the magnetic field strength B is
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Figure 4.2: Calculation of the arc length, Smag, of the deflection to a particle’s trajectory caused
by the axial magnetic field.

rmag =
∣∣∣ pT

qB

∣∣∣ ≈ ∣∣∣ pT

0.3B

∣∣∣
for the specific set of units rmag [m], pT [GeV], q [|e|], where e is the charge of an electron,

B [T] which is approximately 2 T throughought the ID, and 0.3 is a dimensional constant.2

The charge is omitted as q = ±1 for all SM charged particles which traverse the detector.

Whether the particle is positively (q = 1) or negatively (q = −1) charged does not

affect the magnitude of rmag but it does change the direction of the trajectory, such that

particles with opposite charges will bend in opposite directions. From trigonometry, the

angle of the arc θ traced out by a particle at a given radius rID in the ID is

θ = arctan

(
rID

rmag

)
.

Using this angle combined with the alternate segment theorem and the inscribed angle

theorem of circular geometry, Smag is

Smag = rID
θ

2
=
rID

2
· arctan

(
rID

rmag

)
=
rID

2
· arctan

(
0.3 · rIDB

pT

)
.

2The true value is c× 10−9 where c is the speed of light in ms−1.
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The radius of the Insertable B-Layer (IBL), the innermost layer of the ATLAS ID, is

used for the purposes of this study, such that rID = 33.5 mm. As rID and B are fixed in

the ATLAS detector, the size of Smag at the IBL depends only on the pT of the charged

particle.

4.1.2 Separation between Charged Particle Pairs

The angular separation between two particles at their production vertex, the point where

they are produced, is described by the quantity ∆R =
√

(∆φ)2 + (∆η)2, which is the

sum in quadrature between the separation in azimuthal angle ∆φ and pseudorapidity

∆η of the two particles. If there were no magnetic field in the ATLAS detector, the

particles would travel in straight lines, and their separation in the r–φ plane at the IBL

Ssep would simply be the length of the arc traced out by the angle ∆φ, S∆φ = rID ·∆φ.

However, in the presence of the magnetic field, the particles are each deflected with

the additional arc length Smag(pT). The separation between particle pairs at the IBL is

therefore influenced both by their angular separation ∆R and the bending of the particles

caused by the magnet, which directly depends on pT. As there is no magnetic deflection

in the r–η plane, particle separation in this dimension is determined only by ∆η, such

that a smaller ∆R does probe smaller particle separation in this plane.

For simplicity, the particles considered here have the same pT such that the magnitude

of Smag is the same for each particle. In the case of two particles with the same charge,

the particles bend in the same direction, such that any change in their separation due

to Smag cancels out, and Ssep = S∆φ, as shown in Figure 4.3(a). In the case of two

particles with opposite charges, the more relevant situation in this study, the particles

bend in opposite directions such that the separation due to Smag does not cancel, and

Ssep = |2Smag(pT) + S∆φ(∆φ)|, where Smag is defined as positive definite and the sign of

S∆φ can change depending on the charge arrangement of the two particles. A change in

sign of ∆φ is equivalent to swapping the charges of the two particles. A positive S∆φ

corresponds to the particles bending away from each other as in Figure 4.3(b); a negative

S∆φ corresponds to the particles bending towards each other as in Figure 4.3(c). When
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the deflection by the magnets is small compared to the separation from ∆φ, such that

2Smag < S∆φ, decreasing ∆φ (and thus ∆R) will overall reduce Ssep at the IBL. However

if the two particles bend towards each other and 2Smag = |S∆φ|, they will cross over each

other; decreasing ∆φ further will result in the total separation Ssep increasing, as shown

in Figure 4.3(d). In this case a smaller ∆R does not correspond to a smaller particle

separation in the φ plane.

Track reconstruction efficiency decreases when the separation between particle trajector-

ies is small in the ID as their overlap makes it more likely for merged clusters to be formed

in the pixel layers, which are more difficult to resolve. Figure 4.4 shows an analytical

calculation of the separation between pT = 30 GeV particles at the IBL in ∆η and ∆φ,

where ∆R contours are denoted as grey circles. In Figure 4.4(a) the two particles have

the same charge, such that bending by the magnets has no net effect on the particle separ-

ation and the minimum separation is proportional to ∆R. Conversely, in Figure 4.4(b),

the particles have opposite charge and the bending by the magnets does impact their

separation. The result of this is that the minimum separation at the IBL, or in any

particular layer in the ID, is offset in ∆φ. For ∆R contours outside of the minimum

separation, ∆R probes the separation between particle trajectories at the IBL, but when

∆R passes through the minimum at negative ∆φ, which is at ∆R ≈ 7×10−3 for the IBL,

further decreasing ∆R increases the separation between particle trajectories at rIBL. At

this limit ∆R is no longer proportional to particle separation. Thus for particles with the

same charge the efficiency is expected to decrease with ∆R, and for oppositely charged

particles the efficiency is expected to decrease with ∆R until a minimum is reached. After

this minimum is reached, decreasing ∆R further means that the particles will cross over

each other before reaching the ID due to the magnetic field, such that they will be further

apart at the IBL and the di-track reconstruction efficiency will increase.

4.2 Monte Carlo Estimate of Track Reconstruction Efficiency

To fully benefit from a data-driven analysis, it is important to understand what simula-

tion predicts for the ID di-track reconstruction efficiency. This study simulates pairs of
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(a) (b)

(c) (d)

Figure 4.3: Total separation between collimated particles of the same pT in the r–φ plane
in different situations, taking to account the separation by ∆φ and the separation caused by
magnetic bending. (a) the particles have the same charge, such that the bending by the magnet
has no net effect. (b) the particles have opposite charge and bend away from each other. (c)
the particles have opposite charge and bend towards each other, decreasing their separation.
(d) the particles have opposite charge and bend towards each other, but ∆φ is small enough
that the particles cross; decreasing ∆φ further results in the total separation increasing.
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(a) (b)

Figure 4.4: Calculation of separation between particles at the IBL at rID = 33.5 mm for 30 GeV
particles in a 2T magnetic field in ∆η,∆φ. (a) the particles have the same charge, such that
separation is dependent only on ∆R. (b) the particles have opposite charge, such that the
minumum separation is offset in ∆φ due to the bending of the particles by the magnet. The
grey circles show ∆R contours.

charged particles traversing the ATLAS detector with the Monte Carlo technique, and

the reconstruction efficiency of the ID is investigated. Several configurations are tested to

see how the efficiency depends on the kinematic properties of the charged particle pairs,

pT and ∆R, but also their charge configuration (same or oppositely charged) and their

species (muon or pion). This section describes how the pairs of charged particles are

simulated as well as the results of the study, which are used to verify the predictions of

the analytical study in Section 4.1 and to establish the requirements for a data-driven

study to be sensitive to a decrease in the ID track reconstruction efficiency for close-by

charged particles.

4.2.1 Event Generation and Selection

Collimated particles were generated with fixed pT and ∆R using a customised Particle

Gun sampler, with nothing else included in the event. The first particle is generated uni-

formly in φ and within |η| < 2.7; the second particle is generated with fixed ∆R from the

first, with ∆η and ∆φ sampled uniformly on the ∆R contour. The collimated particles
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were simulated in the ATLAS detector with ATLFAST-II, described in Section 3.4, and

reconstructed without taking pile-up into account. To estimate the reconstruction effi-

ciency, events where both particles are within |η| < 2.4 at generator level are selected,

well within the geometric acceptance of the ID.

Each sample of simulated pairs of charged particles contains 10k events, and the four pT

values tested are 30 GeV, 100 GeV, 500 GeV and 1 TeV, and the 19 ∆R values tested are

approximately logarithmically spaced and range from 0.0001–0.2. In most cases oppos-

itely charged muons were simulated, however for pT = 30 GeV a sample was generated

with same-charge muons to investigate the effect of the bending by the magnets dis-

cussed in the analytical study. In addition to this, a sample of oppositely charged pions

at pT = 1 TeV was simulated to compare the track reconstruction efficiency of pions to

that of muons.

4.2.2 Procedure and Results

The number of reconstructed ID tracks is counted to see if separate tracks, or only a

single merged track, were formed. The efficiency is

ε =
npass

nfail + npass

,

where npass is the number of events where the ID succeeded in resolving the two particles,

such that the event contains two tracks, and nfail is the number of events where the ID

failed to resolve the two particles, such that the event contains only a single track. It

should be noted that this is a di-track efficiency, where the probability to successfully

discern two particles is represented by a single parameter ε.3 For this study, the probab-

ility for the ID to reconstruct no tracks or greater than 2 tracks is negligible, such that

the above are considered the only possibilities. A summary of the efficiency versus ∆R

3This is different to a single-track efficiency, where the probability of reconstructing any individual
charged particle is εtrack. In this model the probability to reconstruct both charged particles is ε2track, one
particle is 2εtrack(1− εtrack), and neither particle is (1− εtrack)2. This assigns an independent efficiency
to the reconstruction of each particle, which is not applicable here as a decrease in efficiency depends
directly on the overlap of particles in the di-track system.
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is presented in Figure 4.5 for each of the tested configurations. For each curve showing

oppositely charged particles, a minimum efficiency is seen in ∆R, below which reducing

∆R increases the overall separation between the trajectories of the charged particles in

the ID, and therefore the efficiency. Three effects are seen when changing the muon pT in

Figure 4.5(a) and Figure 4.5(b). The first, predicted by the analytical study of charged

particle separation at the IBL, is the shift of the minimum in ∆R at different pT. The

size of Smag decreases as the pT increases, shifting the location of the minimum Ssep to

smaller ∆R. The second effect, which cannot be explained by the shift of minimum

charged particle separation at the IBL alone, is the change in the depth of the minimum.

At 30 GeV the efficiency decrease is of the order of 1%, whereas at 1 TeV the efficiency

decrease is ∼ 90%. The ID is made up of several layers, so although a value of ∆η, ∆φ

exists where the muons exactly overlap at the IBL, low pT charged particles are more

curved and will separate in the outer layers of the ID; particles with straighter trajectories

stay collimated throughout the layers, lowering their efficiency to be resolved. The third

effect is that the efficiency does not fully recover as ∆R is reduced below the minimum

for 500 GeV and 1 TeV muons, shown by the points at smallest ∆R. This is because the

width of the minimum in efficiency is finite, as seen for 30 GeV and 100 GeV muons, and

at sufficiently high pT the region of low efficiency begins to encompass ∆R = 0, as the

particle trajectories are curved less by magnetic field. In this regime, points at very small

∆R are not in a plateau of efficiency but are in the turn-on, such that the efficiency does

not fully recover as ∆R approaches 0, unlike for lower pT muon pairs.

For same-charged muons in Figure 4.5(d) the bending has no net effect for the same

pT and the efficiency decreases by 80% at 30 GeV, despite the decrease being 1% for

oppositely charged muons of the same momentum. This was predicted in the analytical

study. Figure 4.5(c) compares muons and pions of the same transverse momentum, and

shows that the behaviour of the ID reconstruction is similar for both species.

The results in Figure 4.6 show how the efficiency depends on ∆η and ∆φ. For oppositely

charged particles, the decrease in efficiency is seen at negative ∆φ as predicted by the

analytical study. For particles with the same charge, the efficiency decrease is centred
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Figure 4.5: A comparison of the ID di-track reconstruction efficiency versus particle ∆R of (a)
muons with various pT ((b) is the same plot with added trend lines to emphasise the shift of the
minimum in ∆R), (c) 1 TeV pT muons and pions and (d) same and oppositely charged muons
with 30 GeV pT.
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around ∆φ = 0 as expected. For 500 GeV and 1 TeV particles, the region of low efficiency

begins to overlap with ∆φ = 0, such that the efficiency does not fully recover as ∆R

approaches 0. The granularity of the pixels is smaller in φ than in η, which can be seen

by the wider low efficiency region in ∆η: the pixel size of the IBL is 50×250 µm2 in (φ, z),

the pixel size of the three pixel detector layers is 50×400 µm2.

Figure 4.7 shows the invariant mass of the pairs of particles throughout this Monte Carlo

study. The invariant mass of the pair mpair follows the relationship mpair ∝ ∆R for

large ∆R, with the limit at small ∆R that mpair = 2mµ (or mpair = 2mπ in the case

of pions in Figure 4.7(a)). Figure 4.8 shows the efficiency versus invariant mass of the

pair. Figure 4.9 shows the ID di-track reconstruction efficiency in the pT of the di-particle

system versus their invariant mass. To see an appreciable decrease in efficiency, low mass

resonances at high pT are required.

Table 4.1 compares the ∆R value of the minimum ID efficiency predicted by the analytical

efficiency estimate compared with the location found by the Monte Carlo efficiency estim-

ate. Throughout the pT range the analytical prediction is an order of magnitude smaller

than found in the Monte Carlo estimate. The minimum di-track reconstruction efficiency

is linked to the radius, rcross, at which the muon trajectories cross over each other in

the ID. In the analytical study, the assumption was that rcross = 33.5 mm corresponded

to the minimum efficiency, the radius of the IBL. Extrapolating from the minimum ∆R

found in the Monte Carlo estimate to calculate rcross, it is found the minimum efficiency

for each pT occurs when the muons cross each other within the SCT. This implies that

the decrease in di-track efficiency is more complicated than the analytical study alone

suggests, but both studies agree in terms of the expected trends. Based on this Monte

Carlo study, for a data-driven analysis to be sensitive to a decrease in ID di-track recon-

struction efficiency, it must have good statistics for ∆R < 0.01 and pT > 100 GeV, and

low-mass resonances are preferred.
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Figure 4.6: ID di-track reconstruction efficiency versus ∆η and ∆φ for several Particle Gun
configurations. It should be noted that for (d) 100 GeV and (e) 30 GeV pT muons the efficiency
range is altered to highlight the fall in efficiency.
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Figure 4.7: A comparison of invariant mass versus particle ∆R of (a) muons with various pT,
(c) 1 TeV pT muons and pions and (d) same and oppositely charged muons with 30 GeV pT.

Table 4.1: Comparison of the location in ∆R of the minimum ID efficiency between analytical
and Monte Carlo studies. The analytical study assumes that the minimum efficiency occurs
when the charged particles cross over each other at the IBL at rcross = 33.5 mm. The uncer-
tainties in the values of the MC estimate entries are based on the spacing of the sampled points
in ∆R, which are propagated through to the calculation of rcross.

Muon pT [GeV] Analytical ∆Rmin MC Estimate ∆Rmin MC Estimate rcross [mm]
30 6.7× 10−4 (6.0± 0.5)× 10−3 300± 25
100 2.0× 10−4 (3.0± 0.5)× 10−3 500± 83
500 4.0× 10−5 (5.0± 2.5)× 10−4 420± 210
1000 2.0× 10−5 (3.0± 2.0)× 10−4 500± 330
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Figure 4.8: A comparison of efficiency versus invariant mass of (a) muons with various pT, (c)
1 TeV pT muons and pions and (d) same and oppositely charged muons with 30 GeV pT.
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Figure 4.9: The ID di-track reconstruction efficiency for invariant mass versus pT.

4.3 Prototype Analysis using J/ψ → µ+µ− Decays

The decay J/ψ → µ+µ− with boosted J/ψ production is proposed as a probe to measure

the efficiency of the ID to reconstruct charged particle pairs with a small separation.

Currently the tracking efficiency is evaluated primarily in simulation. A data-driven

method would help validate these results and be able to calibrate the simulation. A

tag-and-probe method is proposed, a method that uses di-object resonances to measure

efficiencies based on whether the selected probe passes a test. Here the tag and the probe

are the muons from the decay J/ψ → µ+µ−, and the method exploits the capability of

the ATLAS detector to reconstruct muons independently in the ID and in the MS, as

described in Section 3.3.4. The tag is a high purity combined-type (CB) muon object,

where the separate ID and MS tracks associated with a muon are combined to improve

its reconstruction. The probe is a muon object that must be reconstructed in the MS

and at least has a muon-spectrometer extrapolated (ME) track associated with it, which

is available regardless of whether or not the improved CB track exists for the muon such
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that the probe selection is unbiased in this regard: this is vital for an effective tag-and-

probe test. The test of the efficiency of the ID to reconstruct pairs of charged particles is

to check if the probe muon has an available CB track, meaning that the muon was also

reconstructed in the ID. If the probe passes this test then the ID successfully resolved

the two muons; if the probe fails this test then the ID failed to resolve the two muons

and only reconstructed a single, merged muon track.

The efficiency of the ID to reconstruct two separate tracks, the ID di-track reconstruction

efficiency, is the ratio of the pass yield to the total yield, where the yield in each case

corresponds to the number of detected J/ψ decays. This is

εID =
npass

npass + nfail

.

where npass is the number J/ψ → µ+µ− decays reconstructed with two CB muons, and

nfail is the number of J/ψ → µ+µ− decays reconstructed with just one CB muon (the tag)

and one ME muon (the probe). The values of npass and nfail are measured independently

using a binned maximum-likelihood fit of the dimuon invariant mass to calculate the

number of J/ψ candidates. The dependence of εID on particle pT and angular separation

∆R can be studied by categorising events into bins of each variable and measuring the

number of pass-case and fail-case events in each category. This section explorates the

feasibility of applying this method on Run 2 data to measure the ID di-track reconstruc-

tion efficiency for close-by particles, including a description of the event selection, the

models used for the signal in the pass and fail cases, the development of a background

model for the high-pT phase space required by the selection, and a look at a preliminary

measurement of the efficiency.

4.3.1 Event Selection and Categorisation

The full ATLAS proton–proton collision dataset collected between 2015–2018 at
√
s =

13 TeV during Run 2 is considered, with all relevant detector systems functional and

stable beam conditions [103]. A single trigger is used, requiring a single high-energy
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muon identified at the software-based high-level trigger with pµT > 50 GeV. This trigger,

called HLT mu50, was available throughout Run 2. As well as the trigger requirement, data

events are required to pass the ‘Good Runs List’ (GRL) requirements described in 3.3.1.

The total integrated luminosity of the search is 139.0±2.4 fb−1 where primary luminosity

measurements are performed by the LUCID-2 detector [190] and the uncertainty on this

measurement is calculated using the method in Refs. [191, 192]. To streamline analyses

in the ATLAS experiment, data may be processed through derivations as described in

Section 3.4. In this analysis the STDM4 derivation is used, a general purpose derivation

from the Standard Model ATLAS group for analyses involving at least one lepton.

Events must meet several additional selection criteria to be considered in the efficiency

measurements, based on the kinematic properties of the muons. There must be at least

two muons in the event with pseudorapidity |ηµ| < 2.4. The highest pT muon in the

event is the tag µ candidate and it must pass the tight quality criteria [193], which

includes the requirement of the muon to have a combined track, and have pµT > 50 GeV,

which is the requirement of the trigger. The second highest pT muon in the event is

the probe µ candidate and it must have opposite charge to the tag, and have at least

a muon-spectrometer extrapolated track and a pT > 4 GeV. The two muon candidates

are combined to reconstruct the J/ψ candidate. If the probe muon has a reconstructed

combined muon track, as in the pass-case events, this CB track is used to reconstruct the

J/ψ candidate as it has an improved resolution compared to ME tracks. However, in the

fail case there is no available CB track for the probe, and instead the lower-resolution

ME track is used to reconstruct the J/ψ candidate.

Candidate events are categorised according to the ∆R separation between the muon

pairs and the pT of the probe muon when measuring the efficiency versus either property.

In total there are five ∆R categories and three pT categories, listed in Table 4.2. The

categories in ∆R are inclusive in probe pT, and vice versa.

Figure 4.10 shows the dimuon invariant mass of the event yield from Run 2 data separated

into ∆R categories. For the pass case in Figure 4.10(a), distinct J/ψ peaks at 3.097 GeV
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Table 4.2: Bins of muon ∆R and pT used in J/ψ → µ+µ− Analysis

Variable Categories

∆R

∆R < 0.02
0.02 ≤ ∆R < 0.05
0.05 ≤ ∆R < 0.10
0.10 ≤ ∆R < 0.15

∆R ≥ 0.15

Probe pT

pT < 10 GeV
10 GeV ≤ pT < 20 GeV

pT ≥ 20 GeV

are visible in each of the ∆R categories; this is not true for the fail case in Figure 4.10(b),

where there are few events for ∆R < 0.02 where the decrease in efficiency is expected

according to the Monte Carlo study in Section 4.2.
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Figure 4.10: Event yield from Run 2 Data (a) for passing probe muons and (b) for failing probe
muons.

Figure 4.11 shows the probe pT of the event yield from Run 2 data, inclusive of the

dimuon invariant mass and separated into the ∆R categories. As ∆R gets smaller, the

high tail of the pT spectrum gets larger. For the probe fail case in Figure 4.11(b) there

are few events with pT > 100 GeV, where the efficiency is expected to decrease. As a

result, based on the Monte Carlo study, the Run 2 dataset itself is not expected to be

sensitive to a decrease in ID di-track reconstruction efficiency. However, the study is
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an interesting prospect for the large datasets expected in the high-luminosity phase of

the LHC (HL-LHC) and provides an opportunity to investigate background modelling

techniques in boosted searches with high-pT phase spaces.
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Figure 4.11: Probe pT of Run 2 Data (a) for passing probe muons and (b) for failing probe
muons.

4.3.2 Signal Modelling

The signal in the tag-and-probe study is modelled with simulated MC events. For npass

the signal is J/ψ events that were reconstructed with two CB muons, whereas for nfail the

signal is J/ψ events that were reconstructed with one CB muon and one ME muon, which

are worse resolution. The Pythia 8.212 event generator was used to model J/ψ → µ+µ−

decays, using the A14 set of tuned parameters [194] for hadronisation and the underlying

event, and the CTWQ6L1 set of parton distribution functions [195]. Events are filtered

at generator level such that they require two muons, one with pµT > 45 GeV and a second

with pµT > 3 GeV, and both muons are required to have |ηµ| < 2.5. In addition, the

minimum invariant pT in the 2→ 2 hard process was set to 40 GeV, which is the variable

PtHatMin.

The generator-level output files were analysed with a basic Athena [138] analysis to

extract the four-vectors of the J/ψ and the muons in the J/ψ → µ+µ− decay. These were
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used to create slimmed HepMC events, containing only this information, for simulation

in the ATLAS detector and reconstruction. This was done to reduce the computational

time of the reconstruction compared to full Pythia 8.212 events as fully simulated

events are not necessary for this exploratory study; using skimmed events the simulation

and reconstruction time is reduced by a factor of approximately 10. The events were

simulated with ATLFAST-II, which uses the full Geant4 simulation for the ID and the

MS but parameterises the calorimeter response, and reconstructed with no pile-up as in

the Monte Carlo efficiency estimate in Section 4.2. Figures 4.12(a) and 4.12(b) show

the yield of simulated events for the pass-case and fail-case events, respectively. From a

sample of 10M truth Monte Carlo events, the event yield was 5M reconstructed events

when applying the tighter analysis cuts from Section 4.3.1.The normalisation of the signal

is extracted directly from data, which is the measurement of npass and nfail.
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Figure 4.12: Signal MC yield (a) for passing probe muons and (b) for failing probe muons.

For pass-case events where J/ψ mesons are reconstructed well, signal peaks are mod-

elled as a Gaussian + Crystal-Ball shape with their parameters extracted from a binned

maximum-likelihood fit to the simulated events, examples of which are in Figure 4.13. For

fail-case events the J/ψ mesons are reconstructed poorly as expected, and many events

are not in the typical resonance window. These distributions, examples of which are in
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Figure 4.14, are difficult to model with analytical lineshape, so the simulated distributions

are used directly to model the probability density functions.
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Figure 4.13: Fits to pass-case signal Monte Carlo in selected categories:(a) 0.02 < ∆R < 0.05;
(b) 10 < probe pT < 20 GeV.
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Figure 4.14: Fail-case signal Monte Carlo histograms in selected categories:(a) 0.02 < ∆R <
0.05; (b) 10 < probe pT < 20 GeV.
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4.3.3 Background Modelling

The background in this analysis is mainly from bottom and charm hadron decays to

semi-muonic final states in hard bb̄ and cc̄ events. Standard Monte Carlo generation of

these events is limited due to the phase-space requirements, and a parametric data-driven

background model is difficult due to the kinematic turn-on of the background distribution

in each pT and ∆R category. To overcome these challenges the production and the decay

of the hadrons were split, and a generative resampling method was developed. Large bb̄

and cc̄ event samples were generated in the kinematic range of interest using a standalone

version of Pythia 8.240, configured using a PtHatMin value of 50 GeV and allowing only

hard QCD bb̄ events on for the bb̄ background model, and only hard QCD cc̄ events for

the cc̄ background model.

To get the properties of hadron decays to muons, a 2M event hard bb̄ sample was produced.

The events were cycled through and decays of b- and c-hadrons to muons were selected.

For each decay the muon was boosted into the rest frame of the decaying hadron, and

the cos(θ∗) versus |p| kinematics were saved in two-dimensional histograms to form a 2D

probability density function (PDF) of the kinematics of the decay. Here, θ∗ is the boost

angle: the angle between the line-of-flight of the muon in the rest frame of the decaying

hadron, and the line-of-flight of the hadron in the lab frame. |p| is the magnitude of

the muon momentum in the decaying hadron’s rest frame. Histograms are built by filling

kinematic variables separately for each of the decaying hadron species. An example muon

kinematic distribution is in Figure 4.15(a). In the current samples the D±, D0 and D±s

meson decays are resampled.

A 50M event hard bb̄ sample and a 200M event hard cc̄ sample were generated for the

hadron production sample. For each sample, the events are cycled over and the hadrons

are selected. For every appropriate c-hadron in each event (i.e D±, D0 and D±s ) a custom

muon decay is sampled by randomly sampling cos(θ∗) and |p| from the decay distributions

and then boosting the muon into the lab frame. A φ co-ordinate is needed to generate

a complete four-momentum for the muon; this is sampled uniformly between −π and π.
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Each event is resampled many times and every qualifying dimuon combination in each

event is saved as a separate HepMC event containing only the two muon four-vectors

and the identity of the parent hadron. A comparison of the invariant mass of resampled

events compared to the true Pythia 8.240 events from which they were resampled is

shown in Figure 4.15(b). The shapes are compatible, and the resampled events have a

significant increase in statistics (a factor of approximately 2500).
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Figure 4.15: (a) cos θ∗ of muons versus their total momentum |p| in the rest-frame of the decay
of D± mesons, where θ∗ is the angle of the muon with respect to the D± line-of-flight in the
lab frame. (b) dimuon invariant mass for (black) full standard Pythia 8.240 hard bb̄ events
and (red) resampled events generated from the same sample.

To avoid dealing with correlations of muons in b → c decay chains, resampling is only

applied in the c-hadron decay; B → µ + X is taken from hadron production sample.

Although b-hadron decays are not resampled this way, sufficient statistics are produced.

Events are reweighted using the product of the branching fractions of each decaying c-

hadron, where the branching ratios are taken from the Pythia 8.240 samples used to

generate the muon distributions. Figure 4.16 shows the truth Monte Carlo yield from

resampling, when applying the 50 GeV tag and 4 GeV probe muon cuts from Section 4.3.1.

The hard bb̄ events in Figure 4.16(a) were generated by resampling each event in the 50M

event sample 100 times, yielding 8M events; the hard cc̄ events in Figure 4.16(b) were

generated by resampling each event in the 200M event sample 1000 times, yielding 4.7M
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events.

0 1 2 3 4 5
Di-Muon Invariant Mass [GeV]

1−10

1

10

210

3
10

410

5
10

 E
v
e
n
ts

/0
.0

5
 G

e
V  R < 0.02∆

 R < 0.05∆0.02 < 
 R < 0.1∆0.05 < 

 R < 0.15∆0.1 < 
 R > 0.15∆
 Truth-MCbb

Simulation

(a)

0 1 2 3 4 5
Di-Muon Invariant Mass [GeV]

2−10

1−10

1

10

210

3
10

410

 E
v
e
n
ts

/0
.0

5
 G

e
V  R < 0.02∆

 R < 0.05∆0.02 < 
 R < 0.1∆0.05 < 

 R < 0.15∆0.1 < 
 R > 0.15∆
 Truth-MCcc

Simulation

(b)

Figure 4.16: Background truth MC yield (a) for hard bb̄ events and (b) for hard cc̄ events.

Loose requirements on the generator-level properties of each event is used to select focused

HepMC events for reconstruction, where the tag muon must have pT > 40 GeV and the

dimuon invariant mass must statisfy mµ+µ− < 10 GeV; there are no requirements on the

probe pT. The chosen HepMC events are simulated with ATLFAST-II and reconstructed

with no pile-up. This is the same method used for the Monte Carlo estimate in Section 4.2

and the signal model in Section 4.3.2. Figure 4.17 shows the pass case yield for the hard

bb̄ and cc̄ samples; Figure 4.18 shows the corresponding fail case yield. In total 2M truth

events each of the truth bb̄ and cc̄ Monte Carlo events were reconstructed, with a yield

of approximately 600k bb̄ and approximately 500k cc̄ events when applying the tighter

analysis selection.

4.3.4 Results

The data are fit using the shapes from the Monte Carlo signal and background events.

In the case of npass the signal is modelled with a Gaussian + Crystal-Ball shape, where

the parameters are fixed to the signal Monte Carlo fits but the normalisation is a free

parameter. For nfail the signal is modelled by taking the shape of the signal Monte Carlo
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Figure 4.17: Background reco MC passing probe yield (a) for hard bb̄ events and (b) for hard
cc̄ events.
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Figure 4.18: Background reco MC failing probe yield (a) for hard bb̄ events and (b) for hard cc̄
events.
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histogram directly and allowing the normalisation to float. For the background shape the

truth Monte Carlo hard bb̄ and cc̄ templates are used. The relative normalisation of bb̄

to cc̄ events is extracted from a fit to events inclusive in muon ∆R and probe pT. This

normalisation is taken and fixed in the fits to the ∆R and probe pT categories according

to the proportion of events in each category in the inclusive shape. This gives a fixed

combined hard bb̄ + cc̄ background template, the total normalisation of which is free in

the fit in each category. Figure 4.19 shows example fits for the npass case; Figure 4.20

shows example fits for the nfail case. The ψ(2S) peak near 3.6 GeV is also seen in the

pass-case events, this is modelled by using the Gaussian + Crystal Ball shape of the J/ψ,

with the width and mean parameters scaled by the mass ratio of the two resonances from

the Review of Particle Physics [26]. The fit works well in the pass case, but the signal

model and data in the fail case are statistically limited, giving a poor match. Further

work would be required in a full analysis to improve the modelling, particularly for the

fail case events, but Figure 4.21 shows a crude calculation of the ID efficiency versus ∆R

using the fit results of the pass case and fail case with the current models to explore the

result. As predicted by the Monte Carlo estimate, the Run 2 dataset of J/ψ → µ+µ−

candidates is not sensitive to a decrease in the ID di-track reconstruction efficiency.
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Figure 4.19: Fits to pass case data in selected categories using truth Monte Carlo templates.
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Figure 4.20: Fits to fail case data in selected categories using truth Monte Carlo templates.
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Figure 4.21: Prototype measurement of ID tracking efficiency versus ∆R.
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4.4 Feasibility of using φ→ µ+µ− Decays

The decay φ → µ+µ− with boosted φ mesons offers a potential alternative probe of

the ID di-track reconstruction efficiency, where the smaller mass of the φ at 1.019 GeV

compared to the J/ψ at 3.097 GeV allows the efficiency to be probed at smaller ∆R. To

investigate the feasibility of measuring the ID di-track reconstruction efficiency in Run 2

data the same triggers and event selection requirements as for the J/ψ → µ+µ− analysis

in Section 4.3.1 were used.

Figure 4.22 shows the Run 2 data yield near the φ → µ+µ− resonance categorised ac-

cording to the ∆R angular separation between the muon pairs. In the case of the φ

meson, the events all have ∆R < 0.1 which is the region of interest, however the peak at

1.02 GeV is less prominent than for the J/ψ. Although the overall statistics are larger

at ∆R for the φ → µ+µ− channel, these are mostly background events, and the smal-

ler signal-to-background ratio compared to the J/ψ → µ+µ− resonance would make an

efficiency measurement more challenging. Further, the φ decay suffers the same setback

as the J/ψ analysis, in that there are too few events with pT > 100 GeV in Figure 4.11

where we expect to see a decrease in efficiency.
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Figure 4.22: Event yield from Run 2 Data near the φ resonance (a) for passing-probe muons
and (b) for failing-probe muons.
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4.5 Further Considerations for the Tag-and-Probe Method

The selection for the tag-and-probe data-driven analysis in Section 4.3 relies on the

performance of the MS to accurately probe the ID di-track reconstruction efficiency.

For the efficiency measured in the data-driven analysis, εanalysis, to directly probe the

ID di-track reconstruction efficiency, εID, the two efficiencies must be equal such that

εanalysis = εID. The following study investigates the additional effects that cause this

equality to break down, using the same Particle Gun samples as in Section 4.2. For an

event to be selected in the analysis, the tag must be a combined-type muon. This means

that both a MS and an ID track were formed for the muon, and these were combined

to make an improved track. The probe muon must have opposite charge to the tag,

and must at least have an associated track in the MS. The test whether the probe was

reconstructed in the ID is to check if the probe was a combined-type muon. The efficiency

measured by the data analysis is therefore the efficiency to have two combined muons,

given that there are two MS tracks, and that these two tracks are correctly assigned

opposite charge. Mathematically,

εanalysis = εCB|MS&chg,

where εCB is combined muon di-track efficiency, εMS is MS di-track efficiency, and εchg

is the efficiency for the combined track of the tag muon to be correctly assigned as

oppositely charged to the ME track of the probe muon. Figure 4.23(a) compares εanalysis

(filled makers) to εID (unfilled markers). As muon pT increases, and ∆R decreases, the

two efficiencies begin to diverge. Three effects to cause this break down in equality: the

MS- to ID-track matching efficiency, εmat; bias introduced by requiring two distinct MS

tracks, bMS; and bias introduced by requiring the tag and probe muons to be successfully

assigned opposite charges, bchg. Accounting for these effects, the relationship between

εanalysis and εID becomes

εanalysis = εID × εmat × bMS × bchg.
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Figure 4.23(b) compares the left- and right-hand sides of this equality and demonstrates

it success in relating εID to εanalysis. To calculate εID from εanalysis, the above is rearranged

to become

εID =
εanalysis

εmat × bMS × bchg

.
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Figure 4.23: Comparison, versus ∆R and with varying pT, of the efficiency measured in the
analysis, εanalysis, (filled markers) to (a) the ID di-track reconstruction efficiency, εID, and to (b)
the product of εID with the additional effects that enter the analysis, each with hollow markers.

Below is a detailed description of each of the three effects that must be considered in a

data driven analysis to relate the measured efficiency to the ID di-track reconstruction

efficiency. The first effect is the matching, or combination, efficiency, which is the prob-

ability for two combined muon tracks to be formed in an event, given that both the MS

and the ID successfully reconstructed two muon tracks each. Mathematically,

εmat = εCB|MS&ID.

If εmat < 1, in some events the ID successfully reconstructs two tracks, but they were not

associated with the MS track of the probe to form a combined muon, which is required for
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an event to pass the test. The result of this is that some successful events may appear as

fail-case events, to reduce εanalysis compared to εID. The value of εmat is measured in the

Monte Carlo analysis by selecting events in the analysis with exactly two MS and two ID

tracks, and testing whether one (fail) or two (pass) combined muon tracks were formed.

Figure 4.24 shows the matching efficiency for the Particle Gun events. The decrease in

εmat with increasing muon pT and decreasing ∆R is comparable to εID in Figure 4.23(a).
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Figure 4.24: The ID-MS track matching efficiency, εmat, versus ∆R at different muon pT.

The second effect, bMS, accounts for the bias introduced by requiring the two separate MS

tracks to be reconstructed in each event. The desired value of bMS = 1 occurs when the di-

track reconstruction efficiency of the MS is independent to that of the ID. The value εID|MS

is the probability to reconstruct two ID tracks given that there are two MS tracks in the

event. If εID|MS > εID, then the ID is more likely to have reconstructed two muon tracks

if the MS successfully reconstructed two. Figure 4.25(a) compares these two efficiencies

and their ratio versus ∆R and pT . For small ∆R the success of the ID reconstructing

two tracks becomes more dependent on the success of the MS to reconstruct two tracks.

The effect of this is that the analysis preferentially selects di-track events, and so εanalysis
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is increased compared to the desired efficency. To take this bias into account with bMS

the reverse situation is required. According to Bayes’ theorem,

εID|MS = bMS × εID =
εMS|ID

εMS

× εID,

such that,

bMS =
εMS|ID

εMS

.

A value bMS > 1 means that if two tracks were formed in the ID, it is more likely that the

MS successfully discerned the two muons. The value of εMS is calculated as the portion

of total events with two MS tracks, and εMS|ID is calculated as the portion of events with

two MS tracks from the events with exactly two ID tracks. Figure 4.25(b) shows each

of these efficiencies as well as their ratio, bMS, at the bottom of the plot, which becomes

greater than one at small ∆R. Further, the reduced MS di-track reconstruction efficiency,

εMS, at small ∆R reduces the available statistics in data to probe εID in this region.

The final effect, bchg, accounts for the bias introduced by the relative probability to

successfully assign the two muons as oppositely charged in pass-case and fail-case events.

A value bchg = 1 means that successful charge assignment does not depend on whether

the event has one or two combined muon tracks. Mathematically,

bchg =
εchg|CB

εchg

.

A value of bchg > 1 means that the muon tracks in pass-case events (events with two CB

muon tracks) are more likely to be correctly assigned opposite charge. As events with

muons of the same charge are not selected, the analysis preferentially selects successful

events and εanalysis is increased compared to the desired value. The value of εchg is cal-

culated as the portion of events where the combined muon track of the tag muon has

opposite charge to the ME track of the probe muon, given that at least one combined
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Figure 4.25: Correlation between the MS di-track reconstruction efficiency and the ID di-track
reconstruction efficiency versus ∆R at different pT. (a) ID efficiency in filled markers, compared
to ID efficiency given successful MS di-track reconstruction in hollow markers. (b) MS efficiency
in filled markers, compared to MS efficiency given successful ID di-track reconstruction in hollow
markers. The ratio values in (b) are equal to bMS.

muon and exactly two MS tracks are in the event. The value of εchg|CB is calculated in

the same way, with the additional requirement that the event has exactly two combined

muons. Figure 4.26 shows these two efficiencies as well as their ratio, bchg, which becomes

greater than one at small ∆R.

As the matching efficiency is the most prevalent effect, the result when taking the product

of these three effects is εanalysis < εID across ∆R and pT. For small pT and large ∆R,

εanalysis ≈ εID. To accurately probe εID across the entire ∆R range however, these three

effects must be accounted for.

The quality of the reconstructed ID tracks is also important in a data-driven study to be

able to successfully model the signal and background with robust models. Figure 4.27

indicates the quality of the reconstructed ID tracks by showing some of their properties.

In the reconstruction of a full CB muon it is possible for its charge to be reassigned

compared to the charges of the individual ID or MS tracks. Figure 4.27(a) shows the

probability of specifically the ID tracks belonging to the muon objects to be reconstructed
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as oppositely charged, given that two tracks were reconstructed. In addition, the relative

pT resolution of the ID is defined as

pT(Res) =
pT(Reco)− pT(Truth)

pT(Truth)
.

Figure 4.27(b) shows the mean of the relative ID pT resolution, indicating how biased

the ID is to reconstructing the pT as higher than the true value at generator level. Fig-

ure 4.27(c) shows the root-mean-square (RMS) of the relative ID pT resolution, indicating

the overall resolution of the ID tracks.

One further consideration for the tag-and-probe method presented here is that J/ψ pro-

duction at high pT mostly arises in B → J/ψ + X decays of b-hadrons, such that J/ψ

candidates are often produced close to b-jets. The other particles in these decays can

affect the track reconstruction efficiency if their trajectories overlap with the muons and

form merged clusters, and this is not taken into account in this study. The production of

b-jets containing J/ψ states could be used as an alternative probe of dense environments,

based on the properties of the jets such as their pT or their number of contained tracks.

Adapting the tag-and-probe method in this way could make the measurement less reliant

on the formation of dense environments by the muons alone in J/ψ → µ+µ− production.

This is a limiting factor in the sensitivity of the Run 2 dataset due to the small statistics

of high-pT muons.

4.6 Outlook

The Monte Carlo study of charged particles produced close-by highlighted the significance

of the magnetic field in the ID di-track reconstruction efficiency. For particles with

pT < 100 GeV, the decrease in efficiency versus particle ∆R is insignificant for oppositely

charged particles. Below this threshold, the separation caused by the bending of the

oppositely charged particles by the magnetic field in the ATLAS detector is larger than

the granularity of the pixels of the ID. For high-pT muons, where the bending is small,

a decrease in reconstruction efficiency is seen for ∆R < 0.01. Thus, to be sensitive
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Figure 4.27: Quality of ID track reconstruction in terms of (a) the opposite charge assign-
ment efficiency for events with two ID tracks, (b) the pT resolution bias and (c) the RMS of
reconstructed ID tracks.
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to a decrease in efficiency for close-by charged particles, analyses with light resonances

requires statistics both with ∆R < 0.01 and muon pT > 100 GeV.

In the case of the J/ψ → µ+µ− resonance, in the probe muon fail case there are fewer than

5 events per 0.05 GeV bin in the J/ψ mass region (near 3.1 GeV) for ∆R < 0.02 in the Run

2 dataset. Comparatively, the φ → µ+µ− resonance (near 1.0 GeV) has larger statistics

for ∆R < 0.02, with more than 100 events per bin, but the signal to background ratio is

significantly smaller than for the J/ψ resonance. Regardless, each resonance suffers from

a lack of statistics at high muon pT: inclusive of dimuon invariant mass, there are fewer

than 10 events per 1 GeV bin of probe pT above 100 GeV. As a result, with the Run 2

dataset neither the J/ψ nor the φ analyses are sensitive to the expected decrease in ID

reconstruction efficiency seen in the Monte Carlo efficiency estimate, but the technique

remains an interesting prospect for the HL-LHC era. Further, there are several additional

efficiencies and biases that affect the data-driven technique suggested here, which need to

be taken in to account in a full analysis. These are the ID–MS track matching efficiency,

the bias from the requirement that the muons are reconstructed separately in the MS,

and the bias from the requirement that the two muons are oppositely charged.

In this study an effective resampling technique was developed to model the background

in the J/ψ analysis. This technique allows the efficient generation of truth Monte Carlo

events in a high-pT phase space that is statistically limited with standard MC event gen-

eration, and could potentially be adapted for use in other, similar analyses. An altern-

ative approach to measure the ID track reconstruction efficiency in dense environments

could be to base the measurement around the properties of the b-jets produced alongside

J/ψ states. In this case J/ψ → µ+µ− production could still provide the muons for a

tag-and-probe approach, but the jets would form the dense environment such that the

measurement would be less reliant on the production of high-pT J/ψ states.
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5 Searches for H and Z Boson Decays into a Vector

Quarkonium State and a Photon

Vector quarkonium states, Q, are a type of flavourless meson, and are split into bot-

tomonium and charmonium categories. Bottomonium states are mesons consisting of a

bb̄-quark pair, and charmonium states are mesons consisting of a cc̄-quark pair. Proper-

ties of each of the vector quarkonium states considered in these searches are summarised

in Table 5.1. As discussed in Section 2.3, the rare SM decays of the Higgs boson to a

charmonium state, J/ψ or ψ(2S), and a photon offer a probe of the magnitude and sign

of the c-quark Yukawa coupling, which has not yet been observed. Similarly, the rare

SM decays of the Higgs boson to a bottomonium state, Υ(1S),Υ(2S), or Υ(3S), and a

photon offer a probe of the magnitude and sign of the b-quark Yukawa coupling. Searches

for each of these exclusive decays are complementary to the corresponding searches to

H → bb̄ [50] and H → cc̄ [56, 57] in the study of b- and c-quark couplings, which are

sensitive mostly to the magnitude of the Yukawa couplings.

Table 5.1: Properties of the vector quarkonium states considered in these searches [26]. Uncer-
tainties on the quarkonium masses are not shown as they are negligible compared to the central
value, of order 1 MeV or smaller.

Quarkonium Composition Mass [GeV] Width [keV] B(Q→ µ+µ−)
J/ψ cc̄ 3.10 92.9± 2.8 (5.96± 0.03)%

ψ(2S) cc̄ 3.69 294.0± 8.0 (0.80± 0.06)%
Υ(1S) bb̄ 9.46 54.0± 1.3 (2.48± 0.05)%
Υ(2S) bb̄ 10.02 32.0± 2.6 (1.93± 0.17)%
Υ(3S) bb̄ 10.36 20.3± 1.9 (2.18± 0.21)%

Feynman diagrams of the direct, Adir, and indirect, Aind, contributions to the H → Q γ

decay amplitude are shown in Figure 2.6 in Section 2.3. Recent SM predictions of the

branching ratios for the J/ψ and Υ(1S, 2S, 3S) decay channels are presented in Table 5.2.

The branching ratio of H → ψ(2S) γ is predicted to be (1.03 ± 0.06) × 10−6, obtained

by private communication from the authors of Ref. [74]. This was calculated by using an

estimate of the value of the order-ν2 non-relativistic QCD long-distance matrix element,

where ν is the velocity of the charm quarks in the rest frame of the ψ(2S).
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Table 5.2: Recent calculations of the H → Q γ branching fractions expected in the Standard
Model. From Ref. [94].

Vector SM branching fraction, B (H → Q γ)
quarkonium state Ref. [71] (2015) Refs. [73, 74] (2017) Ref. [76] (2019)

J/ψ 2.95+0.17
−0.17 × 10−6 2.99+0.16

−0.15 × 10−6 3.01+0.15
−0.15 × 10−6

Υ(1S) 4.61+1.76
−1.23 × 10−9 5.22+2.02

−1.70 × 10−9 9.97+4.04
−3.03 × 10−9

Υ(2S) 2.34+0.76
−1.00 × 10−9 1.42+0.72

−0.57 × 10−9 2.62+1.39
−0.91 × 10−9

Υ(3S) 2.13+0.76
−1.13 × 10−9 0.91+0.48

−0.38 × 10−9 1.87+1.05
−0.69 × 10−9

The branching ratios of the charmonium decays are of order 10−6, where the indirect

amplitude dominates and Aind ≈ 20 × Adir. This is typically the case for the rare SM

Higgs boson decays into a meson and a photon. The branching ratios of the bottomonium

decays are much smaller, of order 10−9, because of an almost-perfect cancellation between

Aind and Adir in the SM. This makes these channels particularly sensitive to modifications

from BSM physics.

The corresponding decays of the Z boson to a vector quarkonium state and a photon

offer a probe of the light-cone distribution amplitudes (LCDAs) of the charmonium and

bottomonium states, as discussed in Section 2.3.2. The direct and indirect contributions

to the decay amplitude, analogous to the H → Q γ decays, are shown in Figure 2.7 in

Section 2.3. Recent calculations of the SM expectations of the branching fractions for

the J/ψ and Υ(1S, 2S, 3S) decay channels are shown in Table 5.3, where a value of the

branching ratio for the ψ(2S) decay channel is not currently available in the literature.

Each of the branching ratios are of order 10−8.

Table 5.3: Recent calculations of the Z → Q γ branching fractions expected in the Standard
Model. From Ref. [94].

Vector SM branching fraction, B (Z → Q γ)
quarkonium state Ref. [88] (2015) Ref. [87] (2015) Ref. [89] (2018)

J/ψ 8.02+0.46
−0.44 × 10−8 9.96+1.86

−1.86 × 10−8 8.96+1.51
−1.38 × 10−8

Υ(1S) 5.39+0.17
−0.15 × 10−8 4.93+0.51

−0.51 × 10−8 4.80+0.26
−0.25 × 10−8

Υ(2S) - - 2.44+0.14
−0.13 × 10−8

Υ(3S) - - 1.88+0.11
−0.10 × 10−8

This chapter discusses the latest searches for the decays H(Z)→ Q γ, which use 139 fb−1
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of ATLAS data collected at
√
s = 13 TeV. The content of this chapter is largely based

on the publication for this search in Ref. [94], for which I am a primary editor, and

covers more detail on many aspects of the analyses. The results, summarised previously

in Section 2.3.3, are an improvement by a factor of approximately 2 on the previous

ATLAS result, which used 36.1 fb−1 of ATLAS data collected at
√
s = 13 TeV [92].

These searches target the dimuon decays of the vector quarkonium states, Q → µ+µ−,

leading to µ+µ−γ final states. The experimental signature of these searches is shown

in Figure 5.1. A high-energy photon and Q state interact back-to-back in the detector

following the decay of the H or Z boson, and there is a resonance in dimuon mass, mµ+µ− ,

in the reconstruction of the quarkonium state, and a second resonance in three-body

mass, mµ+µ−γ, in the reconstruction of the boson. The backgrounds in these searches are

treated as two distinct sources, called the ‘exclusive’ and ‘inclusive’ backgrounds. The

exclusive background originates from µ+µ−γ events produced via the Drell-Yan process;

the inclusive background originates mostly from multi-jet and γ+jet events involving Q

or non-resonant dimuon production, and is the dominant background. Two-dimensional

fits are performed in mµ+µ−γ and mµ+µ− when extracting the final results to discern all

of the signals from each other and from each of the sources of background.

Figure 5.1: Experimental signature of the H(Z) → Q γ decays, where the quarkonium state
decays into a muon pair, Q → µ+µ−.

Throughout this chapter, where no distinction is relevant, the J/ψ and ψ(2S) states

are collectively denoted by ψ(nS), and the Υ(1S, 2S, 3S) states are denoted by Υ(nS).

The symbol Q, meaning quarkonium, denotes the ψ(nS) and Υ(nS) states collectively.

Section 5.1 describes the data sample and event selection used in these searches, and

Section 5.2 describes the models used for the signal decays. Sections 5.3 and 5.4 describe

the models used for the exclusive and inclusive components of the backgrounds in these
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searches, respectively. Section 5.5 describes the statistical treatment and likelihood func-

tions used to extract the 95% confidence level upper limits of each decay channel and a

full description of the observed results and their interpretation in the κ framework.

5.1 Event Selection

This section describes the requirements imposed on data to be considered candidate events

in the searches for H → Q γ and Z → Q γ. These are based on data quality requirements

and available triggers, as well as geometric acceptance of the ATLAS detector. Several

kinematic thresholds are also optimised to maximise the signal-to-background ratio of

the searches.

The requirements for the H decay channels are the same as the Z signal channels, such

that both share a background model. The requirements used in the ψ(nS) analyses are

the same as the requirements in the Υ(nS) analyses, with the exception of the mµ+µ−

window and the pµ
+µ−

T thresholds of the candidate events.

5.1.1 Data Sample and Triggers

The full ATLAS pp collision dataset collected at
√
s = 13 TeV, with stable beam con-

ditions and relevant detector systems functional [103] between 2015–2018, is considered

in this analysis. As well as the trigger requirements described below, data events are

required to pass the GRL requirements described in Section 3.1.1. These exclusive decay

searches use triggers dedicated to the detection of these experimental signatures, and

require a single photon and at least one muon in the event triggers. These dedicated

triggers were developed as the momentum of the decay products in these decay chan-

nels are too low to be triggered on by unprescaled single object triggers, such as the

single-photon triggers, and the unique topology of the decays provided the opportunuty

to develop triggers with combined photon and muon requirements with much reduced pT

thresholds to increase signal acceptance.

The instantaneous luminosity increased during the operation of the LHC in Run 2. To
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handle the increased dataflow, the transverse momentum thresholds and object identifica-

tion requirements of some triggers were modified during the data taking period. Available

throughout the entire 2015–2018 run period was a trigger requiring a ‘medium’ identi-

fication photon [196] with tranverse momentum pγT > 25 GeV and at least one muon

identified at the level-1 trigger with pµT > 24 GeV. During the 2015–2016 run period

this trigger was complemented by a trigger requiring a ‘loose’ identification photon [196]

with pγT > 35 GeV and a muon identified by the software-based high-level trigger with

pµT > 18 GeV. During the 2017–2018 run periods the trigger was complemented by two

additional triggers. The first is a trigger requiring a ‘tight’ identification photon [196]

with pγT > 35 GeV and a muon identified by the high-level trigger with pµT > 18 GeV.

The second is a trigger requiring a ‘loose’ identification photon with pγT > 35 GeV, one

muon identified at the level-1 trigger with pµT > 15 GeV and a second muon identified

at the high-level trigger with pµT > 2 GeV. These triggers are summarised in Table 5.4,

along with their integrated luminosities and periods of operation.

Table 5.4: The dedicated triggers used to select candidate H → Q γ and Z → Q γ events from
2015–2018. GRLs are applied in the calculation of the integrated luminosities.

Period Trigger Luminosity (fb−1)
2015–2018 HLT g25 medium mu24 139.0
2015–2016 HLT g35 loose L1EM22VHI mu18noL1 36.2
2017–2018 HLT g35 tight icalotight L1EM24VHI mu18noL1 102.8
2017–2018 HLT g35 loose L1EM24VHI mu15 mu2noL1 102.8

The total integrated luminosity of the search, taking into account available triggers and

the data quality requirements, is 139.0± 2.4 fb−1. Primary luminosity measurements are

performed by the LUCID-2 detector [190] and the uncertainty on this measurement is

calculated using the method in Refs. [191, 192].

To streamline analyses in the ATLAS experiment, data may be processed through deriva-

tions as described in Section 3.4. In this analysis, data must meet the loose requirements

of the HIGG2D5 derivation, which is purpose-built to search for exclusive decays of the H

and Z bosons to a meson and a photon. In the case of the Q γ decays, the HIGG2D5 deriv-

ation requires that each event must contain at least one oppositely charged dimuon pair.
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The muon with a larger pT, called the leading muon, must satisfy pµT > 15 GeV, and the

muon with smaller pT, called the subleading muon, must satisfy pµT > 2.5 GeV. A fit of the

dimuon vertex [197] must have χ2 < 200. The invariant mass of the dimuon system, which

is the reconstructed quarkonium candidate, must satisfy 2.0 GeV < mµ+µ− < 4.3 GeV for

the ψ(nS) γ decay channels or 8.0 GeV < mµ+µ− < 12.0 GeV for the Υ(nS) γ decay chan-

nels. These values are chosen such that they enclose the mass of each of the quarkonium

states, summarised in Table 5.1, with sufficient sidebands to use as control regions. The

events must also contain at least one photon with pγT > 15 GeV.

5.1.2 Selection Requirements

Events which pass the trigger and data quality requirements, and requirements of the

HIGG2D5 derivation, must satisfy several additional selection criteria to be classed as a

candidate event. These requirements are based on the kinematic and isolation properties

of the photons and the muons in the event, as well as how they combine to reconstruct

the quarkonium and boson candidates. Several requirements overlap with the HIGG2D5

derivation criteria, but are reapplied explicitly in the offline selection to ensure consistency

between candidate muons and photons chosen within each event. In general, requirements

on photon and muon |η| are determined by detector geometry, whilst requirements on

photon and muon pT are imposed by the pT thresholds of the triggers.

Reconstructed muons must be either ‘combined’ or ‘segment-tagged’, described in Sec-

tion 3.3.4, and have pseudorapidity |ηµ| < 2.5: the geometric acceptance of the inner

detector (ID). There must be at least one pair of oppositely charged muons in each event,

where the leading muon in the pair has pµT > 18 GeV and the subleading muon has

pµT > 3 GeV. The invariant mass of the dimuon system, which forms the reconstructed

quarkonium candidate, must satisfy 2.4 GeV < mµ+µ− < 4.3 GeV in the searches for

ψ(nS) γ signals or 8.0 GeV < mµ+µ− < 12.0 GeV in the searches for Υ(nS) γ signals.

Several isolation and vertex requirements are also imposed on the dimuon system. The

variable ptvarcone30 is defined, which is the pT sum of all of the ID tracks within a

variable ∆R =
√

(∆φ)2 + (∆η)2 cone size of ∆R = min{10 GeV/(pµT [GeV]), 0.3} around
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the leading muon. The sum excludes the pT of the leading muon itself, as well as the

pT of the subleading muon if it lies within the ∆R cone, and only ID tracks originating

from the primary vertex are considered.4 The FixedCutTightTrackOnly muon isolation

working point is imposed [198], which requires ptvarcone30< 6% of pµ
+µ−

T , the transverse

momentum of the reconstructed quarkonium candidate. The transverse decay length

variable Lxy is defined for the vertex requirements. This is the signed projection of the

vector leading from the primary vertex to the dimuon vertex onto the direction of pµ
+µ−

T .

To suppress contributions from events with displaced vertices originating from B-hadron

decays, candidate Q → µ+µ− decays are required to satisfy the Lxy significance criterion

|Lxy/σLxy | < 3, where σLxy is the uncertainty on Lxy. If there is more than one eligible pair

of muons in the event, the dimuon pair with its mass closest to the J/ψ mass in Table 5.1

is used. This occurs in fewer than 2% of events which pass the trigger requirements.

Reconstructed photons must pass the ‘tight’ quality criteria [196], described in Sec-

tion 3.3.3, have pseudorapidity |ηγ| < 2.37, excluding the calorimeter barrel to endcap

transition region 1.37 < |ηγ| < 1.52, and have a transverse momentum pγT > 35 GeV.

Photons must also pass track- and calorimeter-isolation requirements. The variable

ptcone20 is defined as the pT sum of the ID tracks within a cone of ∆R = 0.2 of

the photon candidate, and the variable topoetcone40 is defined as the sum of the trans-

verse energy ET of the topological calorimeter energy clusters within ∆R = 0.4 of the

photon candidate.5 The FixedCutTight photon isolation working point is imposed [196],

which requires a track isolation of ptcone20 < 5% of pγT and a calorimeter isolation

of topoetcone40 < (2.45 GeV + 2.2% of pγT [GeV]). If there is more than one elegible

photon in the event, the photon with the largest pT is selected. This occurs in a negligible

portion, ∼ 0.1%, of events which pass the trigger requirements.

Candidate photons and quarkonium states are combined to reconstruct the boson candid-

ate. To suppress events where the Q candidate and the photon candidate are collimated

4The primary vertex is defined as the reconstructed vertex in the event with the highest
∑
p2T of all

tracks associated with the formation of the vertex.
5This calorimeter isolation variable is corrected to account for contributions from other pp interactions

in the same bunch crossing [196].
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(have small angular separation), combinations must satisfy |∆φ(Q, γ)| > π/2, where

∆φ(Q, γ) is the separation in azimuthal angle between the two candidates. To maintain

a common event selection for the H and Z boson signal searches whilst keeping an op-

timal sensitivity for each, a variable pµ
+µ−

T threshold is applied depending on the mass

of the boson candidate, mµ+µ−γ. For ψ(nS) γ candidates the threshold is 40 GeV for

mµ+µ−γ ≤ 91 GeV and 54.4 GeV for mµ+µ−γ ≥ 140 GeV. For Υ(nS) γ candidates the

threshold is 34 GeV for mµ+µ−γ ≤ 91 GeV and 52.7 GeV for mµ+µ−γ ≥ 140 GeV. The

pµ
+µ−

T threshold varies linearly between the two extremes in each of the ψ(nS) γ and

Υ(nS) γ analyses in the region 91 GeV < mµ+µ−γ < 140 GeV, and pµ
+µ−

T must be greater

than the threshold value for the event to be considered a candidate. The thresholds on

pµ
+µ−

T are chosen to optimise the significance of potential signals at the Higgs and Z boson

masses. These were optimised by maximising the figure-of-merit S/
√
B, where S is the

number of signal events and B is the number of background events for a given threshold.

If an event meets all of these criteria, it is considered as a candidate event in the signal

region of these searches.

5.1.3 Event Categorisation

Candidate events in the search for the Υ(nS) γ signals are separated into categories based

on the location of the two muons. Events where both muons interacted in the barrel of

the ATLAS detector, in the region |η|µ < 1.05, constitute the barrel category (B). Events

which do not meet this requirement contain at least one muon that interacted in the

endcap of the ATLAS detector, and constitute the endcap category (EC). Categorising

Υ(nS) events in this way improves the sensitivity of the analysis compared to a single

inclusive category, as the improved resolution in the barrel helps resolve the separate

Υ(1S, 2S, 3S) states. Conversely, a single inclusive category (INC) is used in the search

for the ψ(nS) γ signals since the J/ψ and ψ(2S) resonances have a large mass difference

and do not overlap. In this case there is no significant benefit in categorising the events.
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5.2 Signal Modelling

To model the signal, MC events were simulated and subjected to the event selection de-

scribed in Section 5.1, and the resulting signal distributions in dimuon and three-body

mass were fitted with analytical functions to produce the shapes used in the maximum-

likelihood fit in Section 5.5 to extract the final results. This section describes the proced-

ure used to generate the signal events and produce the final model shapes, with details

on the signal acceptance and resolution and the systematic uncertainties considered in

the normalisation of the signal.

5.2.1 Event Generation and Simulation

Separate Higgs boson samples were produced for the main production modes to account

for differences in kinematic properties between modes. In order of largest-to-smallest

production cross section, these are gluon-gluon fusion (ggH), vector boson fusion (VBF),

and associated production with a Z boson (ZH), W± boson (WH), or a tt̄-pair (tt̄H).

The ZH and WH samples are known collectively as V H, where V is a vector boson.

The tt̄H samples are further divided in to subcategories to account for the different

possible decays of the two t-quarks. These categories are for where both decay leptonically

(dilep), both decay hadronically (allhad), and for one leptonic decay and one hadronic

decay (semilep). The small contribution from associated production of the Higgs boson

with a bb̄-pair (bb̄H) is not modelled explicitly, but is accounted for in the normalisation

of the ggH sample. The production of Z boson events is modelled in the qq̄ → Z

production mode; contribution by the gg → Z production mode is taken into account

in the normalisation of the sample. The subsequent decays of the H and Z bosons to

Q[→ µ+µ−] γ are included in the generated events. Separate samples are produced for

the two charmonium states, J/ψ and ψ(2S), whereas the three bottomonium states,

Υ(1S, 2S, 3S), are grouped.

The PowhegBox v2 MC event generator [199–203] was used to model the ggH and

VBF Higgs boson production mechanisms and the Z boson production, calculated up to

next-to-leading order (NLO) in αs, the coupling constant of the strong force. This was
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interfaced with Pythia 8.212 [141, 142], which used a set of tuned parameters called

the AZNLO tune [204] to model the parton shower, hadronisation, and underlying event,

and the CTEQ6L1 parton distribution functions [195]. Pythia8.212 was used to model

the two V H production mechanisms, with the A14 event tune [194] for hadronisation

and the underlying event, and the NNPDF2.3lo parton distribution functions [205].

The MadGraph5 aMC@NLO 2.2.2 [206] event generator was used to model the three

tt̄H samples, using Pythia8.212 to model the parton shower with the same event tune

and parton distribution functions as the V H production mechanisms. The generator

configuration used to generate each sample is summarised in Table 5.5. In all cases the

subsequent decays of the H and Z bosons to Q[→ µ+µ−] γ are modelled as a cascade

of two-body decays. The resulting simulated events are passed through the detailed

full-sim Geant4 simulation of the ATLAS detector [144, 145], and processed with the

same software used to reconstruct and select the data. Separate samples were produced

for the 2015–2016 (mc16a), 2017 (mc16d), and 2018 (mc16e) run periods to take into

account the changing conditions in the ATLAS detector throughout Run 2. Each sample

is normalised according to the integrated luminosity of the corresponding run period:

36.2 fb−1 for 2015–2016, 44.3 fb−1 for 2017, and 58.5 fb−1 for 2018.

Table 5.5: The Monte Carlo generator configuration used to generate each of the H(Z)→ Q γ
samples. PDF is an abbreviation of parton distribution function.

Production Mode Generator Parton Showering Event Tune PDF
H : ggH PowhegBox v2 Pythia8.212 AZNLO CTEQ6L1
H : VBF PowhegBox v2 Pythia8.212 AZNLO CTEQ6L1
H : ZH Pythia8.212 Pythia8.212 A14 NNPDF2.3lo
H : WH Pythia8.212 Pythia8.212 A14 NNPDF2.3lo
H : tt̄Hallhad Madgraph5 aMC@NLO Pythia8.212 A14 NNPDF2.3lo
H : tt̄Hsemilep Madgraph5 aMC@NLO Pythia8.212 A14 NNPDF2.3lo
H : tt̄Hdilep Madgraph5 aMC@NLO Pythia8.212 A14 NNPDF2.3lo
Z : qq̄ PowhegBox v2 Pythia8.212 AZNLO CTEQ6L1

With the exception of tt̄H production mechanism, each of the H(Z) → J/ψ γ samples

contain 50k events and each of the H(Z) → Υ(nS) γ samples contain 100k events. The

Υ(nS) samples were chosen to have higher statistics than the corresponding J/ψ samples

to obtain sufficient statistics for the individual Υ(1S, 2S, 3S) states. TheH(Z)→ ψ(2S) γ

samples have different statistics depending on run period, prioritising statistics according
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to luminosity. Excluding tt̄H, the ψ(2S) samples contain 20k events for mc16a, and 40k

events each for mc16d and mc16e. All of the tt̄H samples across Q states contain 10k

events for each of the dilep, allhad, and semilep top-quark decay modes. The statistics

of each sample are summarised in Table 5.6.

Table 5.6: The number of events generated per production mechanism for the H(Z) → Q γ
samples, split by MC period.

Number of Events
Production Mode 2015–2016 2017 2018 Total
H → J/ψ γ : ggH,VBF, ZH,WH 50k 50k 50k 150k
H → J/ψ γ : ttHallhad,semilep,dilep 10k 10k 10k 30k
H → J/ψ γ : Total 230k 230k 230k 690k
Z → J/ψ γ : qq̄ 50k 50k 50k 150k
H → ψ(2S) γ : ggH,VBF, ZH,WH 20k 40k 40k 100k
H → ψ(2S) γ : ttHallhad,semilep,dilep 10k 10k 10k 30k
H → ψ(2S) γ : Total 110k 190k 190k 490k
Z → ψ(2S) γ : qq̄ 20k 40k 40k 100k
H → Υ(nS) γ : ggH,VBF, ZH,WH 100k 100k 100k 300k
H → Υ(nS) γ : ttHallhad,semilep,dilep 10k 10k 10k 30k
H → Υ(nS) γ : Total 430k 430k 430k 1290k
Z → Υ(nS) γ : qq̄ 100k 100k 100k 300k

The Higgs boson signal samples are normalised according to cross sections calculated

for a Standard Model H with a mass of mH = 125.09 GeV at a centre-of-mass energy

of
√
s = 13 TeV [30, 86]. The ggH samples are normalised to a total cross section

predicted by a next-to-next-to-next-to-leading-order (N3LO) QCD calculation with NLO

electroweak corrections [207–210]. The VBF samples are normalised to an approximate

next-to-next-to-leading-order (NNLO) QCD cross section with NLO electroweak correc-

tions [211–213]. The V H samples are normalised to cross sections calculated at NNLO

in QCD with NLO electroweak corrections [214, 215] including the NLO QCD correc-

tions [216] for gg → ZH. The tt̄H samples are normalised to cross sections calculated at

NLO in QCD with NLO electroweak corrections [30], and the production cross section

used to scale the ggH sample to account for the bb̄H mechanism was calculated at a mix

of NNLO and NLO accuracy in QCD, with no electroweak corrections [30]. The produc-

tion rate for the Z boson is normalised to the total cross section between 66 GeV and

116 GeV obtained from the measurement in Ref. [85], which uses 81 pb−1 of ATLAS data
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collected at
√
s = 13 TeV. The details of the production cross sections assumed in this

analysis are summarised in Table 5.7. Values for the Q → µ+µ− branching ratios used

in sample normalisation are summarised in Table 5.1 and are taken from the Review of

Particle Physics [26], along with the branching ratios for the t-quark decays, summarised

in Table 5.8, which are used in the normalisation of the tt̄H samples.

Table 5.7: The various cross sections used in sample normalisation. Values are from Refs. [30,
85, 86].

Order of Calculation
Production Mode Cross Section [pb] Uncertainty [%] QCD EW
H : ggH 48.61 6.26% N3LO NLO
H : VBF 3.766 2.13% NNLO NLO
H : ZH 0.880 3.50% NNLO NLO
H : WH 1.358 1.44% NNLO NLO
H : tt̄H 0.5065 9.32% NLO NLO
H : bb̄H 0.4863 22.0% NNLO+NLO –
H : Total 55.6068 5.98% – –
Z : Inclusive 58858.0 2.9% Data Measurement

Table 5.8: t-quark branching ratios used in the normalisation of the tt̄H samples. Values are
from Ref. [26].

Decay Mode Branching Ratio
tt̄→hadrons (44.22± 1.86)%
tt̄→hadron and lepton (44.16± 1.24)%
tt̄→leptons (11.02± 0.41)%

The signal samples are produced assuming no polarisation of the boson decay products.

The effects of quarkonium polarisation on the kinematic distributions of the muons in each

event are instead accounted for via a reweighting of the events. The quarkonium states

in the H → Q γ signals are expected to be transversely polarised and are reweighted as

3
4
(1 + cos2 θ′), calculated using the method described in Ref. [217]. Here, θ′ is the angle

between the µ+ in the rest frame of the Q state and the Q state in the rest frame of

the H. The quarkonium states in the Z → Q γ signals are expected to be longitudinally

polarised, as the transversely polarised meson vanishes to leading order in m2
Q/m

2
Z [87].

The Z boson signals are reweighted as 9
8
(1− cos2 θ cos2 θ′− 1

4
sin 2θ sin 2θ′ cos[φ− φ′]), as

derived in Ref. [218]. Here, the θ and φ angles are defined in the Collins-Soper frame

of the Z boson, where the z-axis is aligned with the bisector of the angle between one
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proton beam and the opposite of the second beam in the Z boson rest frame; the θ′

and φ′ angles are defined in the cloned cascade frame, where the co-ordinate axes are an

exact geometrical clone as in the Collins-Soper frame but used now in the Q rest frame.

Further scale factors are applied on an event-by-event basis to account for differences

between data and MC in the trigger efficiency, photon and muon reconstruction, and

to account for pile-up. Pile-up was modelled by overlaying each event with inelastic

pp events generated with Pythia8.186, using the A3 tune and NNPDF2.3lo parton

distribution functions [219].

5.2.2 Signal Acceptance and Efficiency

Simulated events are processed with the HDBS2 derivation, which is a port of the HIGG2D5

described in Section 5.1.1. For reconstructed events to pass the HDBS2 derivation cri-

teria they must contain at least one pair of oppositely charged muons, where the leading

muon satisfies pµT > 17 GeV and the subleading muon satisfies pµT > 2.5 GeV. A fit

of the dimuon vertex [197] must have χ2 < 200. The invariant mass of the dimuon

system must be between 2.4 GeV < mµ+µ− < 4.3 GeV for the ψ(nS) γ final states or

8.0 GeV < mµ+µ− < 12.0 GeV for the Υ(nS) γ final states, and the transverse momentum

of the dimuon system must satisfy pµ
+µ−

T > 27 GeV. The events must also contain at

least one photon with pγT > 27 GeV. These selections are implemented to reduce the

storage space taken by HDBS2 samples; however the thresholds are sufficiently loose that

the efficiency for signal events is close to 100% with respect to the offline selection. If

the event does not meet this criteria the reconstruction-level information is not retained;

however for simulated events generator-level information, that is the true physics prop-

erties of the event which the detector aims to reconstruct (also known as truth-level), is

always retained. It is noted that the requirements for events to pass the HDBS2 deriva-

tion are tighter than for the HIGG2D5 derivation. However the selection criteria described

in 5.1.2 are more stringent than either derivation, such that when the full requirements

are imposed the event yields from both derivations are identical. As a result, the two

derivations are equivalent in the scope of these analyses.
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Signal acceptance is defined as the fraction of signal events which meet the geometric

and kinematic requirements defined in Section 5.1 at generator level, before any effects

from event reconstruction are taken into account. These are the events that would be

detectable in an ideal detector with perfect reconstruction capabilities. Table 5.9 shows

the acceptance of the H(Z) → Q γ signals collectively for the ψ(nS) γ and Υ(nS) γ

channels. In particular, each of the requirements on pT, η and mµ+µ− are applied, but

not the isolation, vertex quality, or object quality requirements. The ggH mechanism has

the largest acceptance in the case of the H boson decays, followed by VBF. In general

the signal acceptance is larger for H signals compared to Z signals: as the mass of the

Higgs boson is larger than that of the Z boson, their decay products have higher pT and

are more likely to meet the kinematic thresholds. This is demonstrated in Figure 5.2 by

comparing the generator-level pT of the H and Z boson signals in the histograms labelled

‘before selection’, which show the simulated events which meet the geometric acceptance

requirements on η at generator-level. This is also true for the increased acceptance of the

Υ(nS) channels over the ψ(nS) channels, but the effect is smaller.

Table 5.9: Generator-level acceptance for H(Z)→ ψ(nS) γ and H(Z)→ Υ(nS) γ decays, where
only the kinematic selections on pT and geometric selections on η from Section 5.1 are applied.

Decay Production Mode Signal Acceptance [%]
H → ψ(nS) γ ggH 37.25± 0.15
H → ψ(nS) γ VBF 26.72± 0.12
H → ψ(nS) γ WH 26.22± 0.12
H → ψ(nS) γ ZH 26.39± 0.12
H → ψ(nS) γ tt̄H 22.29± 0.12
H → ψ(nS) γ Total 35.96± 0.06
Z → ψ(nS) γ Total 24.73± 0.10
H → Υ(nS) γ ggH 40.18± 0.14
H → Υ(nS) γ VBF 28.04± 0.11
H → Υ(nS) γ WH 27.87± 0.11
H → Υ(nS) γ ZH 27.87± 0.11
H → Υ(nS) γ tt̄H 23.36± 0.18
H → Υ(nS) γ Total 38.71± 0.06
Z → Υ(nS) γ Total 32.65± 0.11

Total signal efficiency is defined as the fraction of events which pass the full event selection

in Section 5.1, meaning that they were successfully reconstructed. This is the product

of the signal acceptance and the signal reconstruction efficiency, which is the probability
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(a) H → J/ψ γ
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(b) H → ψ(2S) γ
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(d) Z → J/ψ γ
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(e) Z → ψ(2S) γ
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Figure 5.2: Generator-level transverse momentum (pT) distributions of the photon and muon
candidates for (a) H → J/ψ γ, (b) H → ψ(2S) γ, (c) H → Υ(nS) γ, (d) Z → J/ψ γ, (e)
Z → ψ(2S) γ and (f) Z → Υ(nS) γ simulated events, respectively. The leading muon candidate
is labelled pµ1

T (black), the subleading candidate pµ2
T (blue), and the photon candidate pγT (green).

The ‘before selecton’ distributions, denoted with dashed lines and clear fills, show the events at
generator level which fall within the analysis geometric acceptance (both muons are required
to have |η µ| < 2.5, while the photon is required to have |ηγ | < 2.37, excluding the region
1.37 < |ηγ | < 1.52), and are each normalised to unity. The ‘after selection’ distributions,
denoted with solid lines and hatched fills, show the fraction of these events which pass the full
analysis event selection described in Section 5.1. The relative difference between the two sets of
distributions corresponds to the effects of reconstruction, identification, trigger, isolation, and
event selection efficiencies including the kinematic requirements. From Ref. [94].
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to reconstruct an event given that it is within the kinematic and geometric acceptance

at generator level. Table 5.10 shows the total signal efficiency for each of the individual

signal decays considered in these analyses, taking into accout the kinematic and geometric

acceptance as well as the experimental trigger, reconstruction, identification, and isolation

efficiencies. The total signal efficiency for the J/ψ γ → µ+µ− γ and ψ(2S) γ → µ+µ− γ

final states is 19% for the Higgs boson decays and 10% for the Z boson decays. The

corresponding efficiency for the Υ(1S, 2S, 3S) γ → µ+µ− γ final states is 21% for the

Higgs boson decays and 13% for the Z boson decays. The ‘after selection’ histograms

in Figure 5.2 show the subset of signal events which meet the geometric requirements at

truth-level that are successfully reconstructed and pass the full signal region criteria.

Table 5.10: Estimated reconstruction-level efficiencies in signal events following the full event
selection.

Decay Total Efficiency

H → J/ψ γ 19.1%
H → ψ(2S) γ 19.1%
Z → J/ψ γ 10.1%
Z → ψ(2S) γ 9.9%

H → Υ(1S) γ 21.2%
H → Υ(2S) γ 20.9%
H → Υ(3S) γ 20.7%
Z → Υ(1S) γ 13.3%
Z → Υ(2S) γ 13.0%
Z → Υ(3S) γ 13.3%

Table 5.11 shows the total trigger efficiency, which is defined as the fraction of events that

pass the trigger requirements given that they pass the offline analysis selection described

in Section 5.1.2. It is a measure of the performance of the trigger to successfully select

events that fall in the analysis selection and is overall larger than 97% for each decay

channel. In general, trigger efficiency decreases for events with smaller muon- and photon-

candidate pT, near the trigger kinematic thresholds, as shown in Figure 5.3. In all cases

the efficiency in each pT bin is of order 94% or greater.

The Z boson has a large natural width of 2.4952± 0.0023 GeV [26]. The decay products

of low-mass Z bosons are softer than those of high-mass Z bosons, and since the pT of

the decay products are near the kinematic thresholds of these searches, this results in a
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Figure 5.3: The trigger efficiency as a function of pµµT (left) and pγT (right), with respect to the
offline analysis selection defined in Section 5.1.2, calculated from simulated H(Z)→ Q γ events.
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Table 5.11: The trigger efficiency with respect to the offline analysis selection for the ψ(nS) γ
and Υ(nS) γ decay channels, calculated from simulation.

Channel Trigger Efficiency
H → ψ(nS) γ 97.9± 0.8%
Z → ψ(nS) γ 97.4± 0.8%
H → Υ(nS) γ 99.0± 0.8%
Z → Υ(nS) γ 97.9± 0.8%

turn-on curve in efficiency of the Z → Q γ signals with respect to generator-level Z mass,

shown in Figure 5.4, which has a large natural width. This efficiency is modelled as an

error function, which has a width parameter to model the slope of the turn-on curve and

a mean parameter to model the central location in mass for the turn-on curve.

5.2.3 Signal Shape and Resolution

The two-dimensional (2D) mass distributions in mµ+µ− versus mµ+µ−γ of simulated signal

events that pass all requirements in Section 5.1 are shown in Figure 5.5. Distinct reson-

ances are seen in each dimension for all of the signal decays. For the H → Q γ decays

there is a correlation of approximately 60% between mµ+µ−γ and mµ+µ− , whereas for the

Z → Q γ the correlation is only of order 10%, because the natural width of the Z is

comparible to the resolution of the detector. For each of the final states a 2D probability

density function (PDF) is used to model these distributions.

The resolution in mµ+µ−γ is 1.6% − 1.8% for each of the Higgs boson decays, where

mass distributions are shown in Figure 5.6 for each category using J/ψ and Υ(1S) signal

channels as an example. The Higgs boson signals are modelled with the sum of two

bivariate Gaussian distributions, which describe the correlations between mµ+µ−γ and

mµ+µ− as well as the effects of detector resolution. The parameters for each of these shapes

are extracted from a fit to the simulated event samples and are shown in Table 5.12. Each

of the Gaussian distributions have a σ parameter describing the standard deviation of the

signal as well as a mean µ parameter to describe the central mass value. The correlation

between mµ+µ−γ and mµ+µ− for the H signals is described by a ρ parameter, and an f

parameter is used to describe the relative contribution between the broader and narrower
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Figure 5.4: The Z boson mass-dependent efficiency function derived from the truth acceptance of
the ψ(nS) signals (a) and Υ(nS) signals in the barrel (b) and endcap (c) categories, respectively.
The turn-on shape is a result of the kinematic thresholds on the photon and the two muons in
the event, as the decay products of low-mass Z bosons are softer than those of high-mass Z
bosons such that it is more difficult for them to meet the selection and trigger requirements.
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Figure 5.5: Two-dimensional distributions of mµ+µ−γ versus mµ+µ− for (a) H → ψ(nS)γ, (b)
H → Υ(nS)γ, (c) Z → ψ(nS)γ, and (d) Z → Υ(nS)γ simulated signal events which pass the
signal region criteria. From Ref. [94].
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bivariate Gaussian distributions.
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Figure 5.6: The resolution in mµ+µ−γ of the Higgs boson mass for (a) H → J/ψ γ, (b) H →
Υ(1S) γ in the barrel category, and (c) H → Υ(1S) γ in the endcap category for simulated
events which meet the signal region criteria. The shape of the signal fit is a double Gaussian
distribution. From Ref. [94].

The resolution in mµ+µ−γ is also 1.6% − 1.8% for each of the Z boson decays, where

example mass distributions are shown in Figure 5.7. For the Z boson decays, mµ+µ−γ and

mµ+µ− are treated as uncorrelated. The mµ+µ−γ distributions are modelled with the sum

of two Voigtian distributions, which are a convolution of a Breit-Wigner distribution (to
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Table 5.12: Parameters of the bivariate Gaussian shapes used to model the Higgs boson signals.

µm
µ+µ−γ

µm
µ+µ− σ1

m
µ+µ−γ

σ2
m

µ+µ−γ
σ1
m

µ+µ− σ2
m

µ+µ− ρm
µ+µ−γ

m
µ+µ− fGaus1

H → J/ψ 125.03 3.095 2.986 1.714 0.0868 0.0498 0.611 0.351
H → ψ(2S) 124.98 3.682 2.890 1.666 0.0977 0.0588 0.625 0.400
H → Υ(1S) B 125.00 9.453 1.536 2.925 0.131 0.221 0.602 0.765
H → Υ(2S) B 125.01 10.02 1.538 2.720 0.135 0.217 0.595 0.743
H → Υ(3S) B 125.00 10.34 1.573 2.881 0.144 0.231 0.604 0.778
H → Υ(1S) EC 124.93 9.442 3.246 1.967 0.282 0.181 0.645 0.358
H → Υ(2S) EC 124.88 9.999 3.292 1.970 0.301 0.191 0.652 0.355
H → Υ(3S) EC 124.91 10.33 2.038 3.491 0.202 0.332 0.646 0.736

take into account the natural width of the Z boson) and a Gaussian distribution (to take

into account detector resolution), multiplied by an efficiency factor, shown by the red error

functions in Figure 5.4, to take into account the turn-on in signal efficiency with Z boson

mass. The mµ+µ− distributions of the Z boson signals are modelled with the sum of two

Gaussian distributions, which take into account detector resolution. The parameters for

each of these shapes are extracted from a fit to the simulated event samples and are shown

in Table 5.13 for the Z boson signal PDFs. Each of the Gaussian distributions, including

the Gaussian component of the Voigtian functions, have a σ parameter describing the

standard deviation of the signal as well as a mean µ parameter to describe the central

mass value. The width of the Breit-Wigner component of the reconstructed Z boson mass

is fixed to the natural width of the Z boson and the mean is set to be the same as for the

Gaussian component. Two f parameters are used to describe the relative contribution

between the broader and narrower Gaussian and Voigtian distributions.

Table 5.13: Parameters of the double Voigtian and double Gaussian models used for the Z
signal.

µm
µ+µ−γ

σ1
m

µ+µ−γ
σ2
m

µ+µ−γ
fV oigt2 µm

µ+µ− σ1
m

µ+µ− σ2
m

µ+µ− fGaus1

Z → J/ψ
90.969 1.663 9.316 0.0688

3.090 0.105 0.0500 0.239
Z → ψ(2S) 3.677 0.108 0.0556 0.306
Z → Υ(1S) B

90.939 1.345 4.937 0.0786
9.434 0.129 0.414 0.897

Z → Υ(2S) B 9.996 0.136 0.433 0.892
Z → Υ(3S) B 10.33 0.500 0.141 0.129
Z → Υ(1S) EC

90.865 1.737 6.936 0.0673
9.425 0.379 0.176 0.204

Z → Υ(2S) EC 9.987 0.182 0.301 0.612
Z → Υ(3S) EC 10.32 0.191 0.500 0.749

5.2.4 Systematic Uncertainties

Systematic uncertainties in the signal event yield are taken into account in the maximum

likelihood, and come from both theoretical and experimental sources. The uncertainty

in the total integrated luminosity of these searches is 1.7% [191, 192] as discussed in Sec-
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Figure 5.7: The resolution in mµ+µ−γ of the Z boson mass for (a) Z → J/ψ γ, (b) Z → Υ(1S) γ
in the barrel category, and (c) Z → Υ(1S) γ in the endcap category for simulated events which
meet the signal region criteria. The shape of the signal fit is a double Voigtian distribution
multiplied by an efficiency factor which varies with mµ+µ−γ . From Ref. [94].
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tion 5.1.1. The theoretical uncertainties in the Higgs boson cross sections for each pro-

duction mode are taken from Ref. [30], for a Higgs boson mass of mH = 125.09 GeV and

for a centre-of-mass energy
√
s = 13 TeV. The QCD scale uncertainties on the produc-

tion cross section are +4.3%(−6.5%) for the ggH production mechanism, +0.4%(−0.3%)

for VBF, +0.5%(−0.5%) for WH, +3.5%(−2.7%) for ZH, and +5.8%(−9.2%) for tt̄H.

The uncertainty on each production cross section from the uncertainties in the parton

distribution functions and strong coupling constant, αs, is ±3.2% for ggH, ±2.1% for

VBF, ±1.4% for WH, ±1.6% for ZH, and ±3.6% for tt̄H. For the bb̄H production

mechanism the total uncertainty on the cross section due to QCD scale, parton distri-

bution function and strong coupling constant uncertainties is +20.1%(−23.9%). The

total theoretical uncertainty on the Higgs boson cross section, combining the above by

summing each source in quadrature and assuming each source is uncorrelated, is taken

as 5.8%. The uncertainty in the Z boson cross section between 66 GeV and 116 GeV is

taken as 2.9% [85], where the luminosity component of the uncertainty in the Z boson

production cross-section measurement is treated as uncorrelated with the uncertainty of

the integrated luminosity of the dataset used in these searches.

The uncertainty in the kinematics of the H → Q γ signals, and how this impacts signal

acceptance, due to the effect of uncertainties in the QCD scale, parton distribution func-

tions, tuned parameters for the underlying event, and in the parton shower is estimated

by applying variations at the generator level for the ggH process, which is the dominant

production process. The effect of uncertainties in QCD scale are evaluated by applying

26 variations around the nominal from NNLOPS and are combined in quadrature. For

the uncertainty in the parton distribusion functions, up and down variations of αs and 30

variations given by the PDF4LHC recommendations are applied [220]. The uncertainty

associated with the choice of the underlying event tune, in this case AZNLO [204], is

estimated by showering the events with alternative event tunes, for which the following

variations are available: Renormalisation, Var1, Var2 and MPI. The uncertainty

associated with the choice of the parton shower model, in this case Pythia8.212, is estim-

ated by showering the generated events with an alternative generator, namely Hewig7.
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The changes in signal acceptance due to each of these theory uncertainties are summarised

in Table 5.14. The total uncertainty in the acceptance of the Higgs boson signals from

these sources is 1.8% when summed in quadrature, assuming each source is uncorrelated.

The equivalent uncertainty in the signal acceptance for the Z → Q γ boson signals is

1.0% and is estimated by comparing the Z boson kinematic distributions in simulated

events with measurements in data [221], and propagating the differences through to the

signal acceptance.

Table 5.14: H → Q γ signal acceptance uncertainties from uncertainties in theoretical modelling.

Systematic Variation Acceptance Uncertainty
Parton Distribution Function: αs 0.5%

Parton Distribution Function: pdf4lhc 0.7%
QCD Scales: NNLOPS 1.3%

Parton Showering: Herwig7 and AZNLO tune 0.8%

On the experimental side, the uncertainty in the trigger efficiency is 0.8% from the effi-

ciencies in the muon and photon triggers [222, 223] as shown in Table 5.11, primarily from

the uncertainty in the photon trigger efficiency which is estimated from samples enriched

with Z → e+e− events in data [224]. Photon identification efficiencies are determined

using the enriched Z → e+e− event samples, inclusive photon events, and Z → `+`−γ

events [225, 226]. These total 1.7%–1.9% for the Higgs and Z boson signals. The effect

of the equivalent muon reconstruction and identification efficiency uncertainties is 2.2%–

2.4% [131]. The photon energy scale uncertainty, determined from Z → e+e− events

and validated using Z → `+`−γ events [227, 228], is propagated through the simulated

samples as a function of ηγ and pγT, and has a 0.1%–0.2% effect on the Higgs and Z

boson signal yields. Similarly, the systematic uncertainty associated with the scale of the

muon momentum measurement has a 0.1%–0.5% effect on the signal yields [131], and

the uncertainty associated with the muon resolution in the inner detector and the muon

spectrometer is < 0.1%. The effect of uncertainty in the pile-up is assessed by varying the

average number of pile-up interactions in the simulation, and the corresponding uncer-

tainty on the Higgs and Z boson signal yields is 0.7%–1.1%. The systematic uncertainties

in the yield of the H → Q γ and Z → Q γ signals are summarised in Table 5.15 and are
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taken into account in the final maximum likelihood fit using nuisance parameters with

standard Gaussian constraints.

Table 5.15: Summary of the systematic uncertainties in the expected signal yields taken into
account via Gaussian constraints in the likelihood fit. From Ref. [94].

Source of systematic uncertainty
Signal yield uncertainty

H → ψ(nS) H → Υ(nS) Z → ψ(nS) Z → Υ(nS)
Total cross section 5.8% 2.9%
Integrated luminosity 1.7% 1.7%
Signal acceptance 1.8% 1.0%
Muon reconstruction 2.3% 2.2% 2.4% 2.4%
Photon identification 1.7% 1.7% 1.9% 1.9%
Pile-up uncertainty 0.8% 0.7% 1.1% 1.1%
Trigger efficiency 0.7% 0.7% 0.8% 0.8%
Photon energy scale 0.1% 0.1% 0.2% 0.2%
Muon momentum scale 0.1% 0.1% 0.5% 0.2%
Muon momentum resolution (ID) <0.01% 0.01% 0.06% 0.02%
Muon momentum resolution (MS) 0.02% 0.01% 0.04% 0.01%

The effect of each source of systematic uncertainty on the shape of each signal was also

investigated, but each were on the order of a 0.05% shift in the mean, or smaller. As a

result, the signal shape systematics were deemed negligible and are neglected. At this

stage the event selection is now defined, as well as the signal models for each of the

H(Z)→ Qγ decay channels. The remaining items are to develop the background model

and perform the statistical analysis of the data.

5.3 Exclusive Background Modelling

The exclusive background is the first of two distinct contributions modelled in these

searches. It originates from qq̄ → γ∗/Z∗ → µ+µ−γ events produced via the Drell-Yan

process, where a highly energetic photon typically arises from final-state radiation of

one of the muons, such that the dimuon mass lies near the ψ(nS) or Υ(nS) resonances

whilst the three-body mass lies near the H and Z boson masses in the range 50 GeV–

300 GeV considered in these analyses. This background exhibits a characteristic resonant

structure in the mµ+µ−γ distribution, due to the contribution from on-shell Z bosons,

with a non-resonant structure in the mµ+µ− distribution. Similarly to the signal models

in Section 5.2, this background contribution is modelled using events simulated with MC
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that are subjected to the event selection in Section 5.1. The resulting three-body and

dimuon mass distributions are fitted with analytical functions to produce the shapes used

in the final unbinned maximum-likelihood fit in Section 5.5. The smooth analytical shapes

are beneficial to avoid false peak-like structures that could be introduced due to statistical

fluctiations in the MC. This section describes the procedure used to generate exclusive

background events, the analytical functions used to model them, and the systematic shape

variations used to account for uncertainties in the analytical shapes. The normalisation

of the exclusive background component is extracted directly from the fit to the data in

each search.

5.3.1 Event Generation and Simulation

To simulate exclusive background events, the Sherpa 2.2.10 [143] event generator is used

with leading-order matrix elements and the NNPDF3.0 set of parton distribution func-

tions. Two samples are generated: the first in the mµ+µ− region 1.2 GeV–5.3 GeV around

the ψ(nS) resonances, and the second in the mµ+µ− region 7.0 GeV–13.0 GeV around the

Υ(nS) resonances. These windows are larger than the nominal selection requirements

to account for losses near the mass boundaries due to detector resolution. Requirements

of mµ+γ > 1 GeV and mµ−γ > 1 GeV are applied during generation for computational

reasons; these do not impact the expected yield of the exclusive background in the sig-

nal region as the ∆φ(Q, γ) > π/2 selection imposes a large opening angle between each

muon and the photon, such that the invariant mass of each muon–photon system is large.

The resulting simulated events are passed through the detailed Geant4 simulation of

the ATLAS detector [144, 145], and processed with the same software used to recon-

struct and select the data. The total sample statistics are 100k events each in the ψ(nS)

mass window and Υ(nS) mass window, split as 20k:40k:40k across the 2015–2016, 2017,

and 2018 run periods, similarly to the H(Z) → ψ(2S) γ samples in Table 5.6. The fi-

nal normalisation of the exclusive background is determined directly from the data in

the maximum-likelihood fit, but reference values are predicted using production cross

sections estimated by the Sherpa 2.2.10 generator.
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5.3.2 Analytical Shapes of mµ+µ−γ and mµ+µ−

The event selection described in Section 5.1 is applied to the simulated exclusive back-

ground samples to obtain the mµ+µ−γ and mµ+µ− distributions in the signal regions of

these analyses. The resulting mµ+µ−γ distribution in each category is modelled analyt-

ically as the sum of a Voigtian function, which describes the on-shell Z production, and

a threshold function defined as f(x) =
√
x− x0 e−A(x−x0), which describes the off-shell

γ∗/Z∗ production. In the threshold function A and x0 are constants, f(x) = 0 for x < x0,

and x is the three-body mass mµ+µ−γ. Alternative forms of the threshold function were

considered, but the above function provided the best description of the background shape.

The on-shell component is dominant in the Υ(nS) γ signal searches, whilst the off-shell

component dominates in the ψ(nS) γ signal searches. The parameters of the analytical

functions are extracted from a fit to the simulated events, with the width of the Breit-

Wigner component set to the natural width of the Z [26]. The width of the Gaussian

component of the Voigtian function, the overall mean of the Voigtian function, and the

A and x0 parameters of the threshold function are free in each fit, as well as the overall

fraction of on-shell events versus off-shell events. The mµ+µ−γ distributions in each signal

region category as well as the results of each analytical fit are shown in Figure 5.8.

The mµ+µ− distributions after the full event selection is applied are non-resonant and are

modelled using a linear shape with a single parameter a0 to describe the gradient. The

mµ+µ− distributions in each signal region as well as the results of each analytical fit are

shown in Figure 5.9.

The two-dimensional probability density functions in mµ+µ− versus mµ+µ−γ for the exclus-

ive background are shown in Figure 5.10. The mµ+µ− and mµ+µ−γ masses are treated as

uncorrelated for the exclusive background, and the 2D model is constructed as a product

of the independent models for the two mass dimensions. For visualisation, these plots are

generated using the exclusive background PDFs extracted from the fits to the simulated

samples, and not the simulated samples themselves.
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Figure 5.8: The results of the analytical lineshape fits to the mµ+µ−γ distribution of simulated
exclusive background events that pass the event selection in the ψ(nS) γ analysis and in the
Υ(nS) γ analysis.
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Figure 5.9: The mµ+µ− distributions of simulated exclusive background events for (a) ψ(nS) γ,
(b) Υ(nS) γ in the barrel category and (c) Υ(nS) γ in the endcap category. Candidates satisfy
the requirements of the signal region selection defined in Section 5.1. The error bars on the data
points denote their statistical uncertainty and the fit lines are first-order Chebyshev polynomials.
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Figure 5.10: The two-dimensional mµ+µ−γ versus mµ+µ− probability density functions in the
signal region for the exclusive background in the (a) ψ(nS) γ and (b) Υ(nS) γ analyses. The
barrel and endcap categories are summed for the Υ(nS) γ model. From Ref. [94].

5.3.3 Systematic Uncertainties

The effect of theoretical and experimental uncertainties on the shape of the exclusive

background were investigated. Theoretical uncertainties include the 7-point variations

of the renormalisation and factorisation scales in Sherpa and variations in the parton

distribution functions, and experimental uncertainties include the photon and muon re-

construction efficiency, scale, and resolution uncertainties. The effect of each variation

on the shape of the exclusive background was found to be smaller than, or comparable

to, the statistical uncertainty of the Sherpa samples and did not show any consistent

trend. This is shown in Figure 5.11 for the theoretical uncertainties in the shape of the

exclusive background, and in Figure 5.12 for the experimental uncertainties. The domin-

ant uncertainty in the shape of the exclusive background arises from the limited statistics

of the available Sherpa samples. As a result, the statistical uncertainty associated with

the parameters of the mµ+µ−γ shape function are used to account for uncertainties in

the shape of the exclusive background, via Gaussian constraints in the likelihood fit in

Section 5.5. The size of the uncertainty associated with each parameter is shown in

Table 5.16. Although systematic uncertainties in the shape of the exclusive background
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are implemented in the maximum-likelihood fit, they are found to have a negligible effect

on the result. No systematic uncertainties are considered in the normalisations of the

exclusive backgrounds as these are extracted directly from data.
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Figure 5.11: Effect of the theoretical systematic uncertainties on the shape of the exclusive
background. Plots (a), (b), and (c) show the effect of the 7-point variations of the renormalisa-
tion and factorisation scales in Sherpa on the exclusive background shape, whilst plots (d), (e),
and (f) show the effect of the PDF variations. The plots show the ratio of the varied shape
divided by the nominal shape, where the error bars represent the statistical uncertainty of the
Sherpa sample, and the collection of coloured histograms represent the variations due to the
modelling uncertainties.

5.4 Inclusive Background Modelling

The inclusive background is the second of two distinct contributions modelled in these

searches. It originates from a mixture of multi-jet and γ+jet sources which involve the

production of genuine Q states, which subsequently decay to µ+µ−, or the production

of non-resonant dimuon pairs such as from the Drell-Yan process or from random com-

binations of muons. The photon candidate may be genuine, as in the γ+jet events,
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Figure 5.12: Effect of the experimental systematic uncertainties on the shape of the exclusive
background. Plots (a), (b), and (c) show the effect of the muon and photon efficiency systematic
uncertainties on the exclusive background shape, whilst plots (d), (e), and (f) show the effect
of the muon and photon scale and resolution systematic uncertainties. The plots show the
ratio of the varied shape divided by the nominal shape, where the error bars represent the
statistical uncertainty of the Sherpa sample, and the collection of coloured histograms represent
the variations due to the modelling uncertainties.

Table 5.16: Statistical uncertainty in the exclusive background shape parameters for each ana-
lysis category. These are accounted for in the final fit via nuisance parameters with Gaussian
constraints.

Uncertainty
Parameter ψ(nS) Analysis Υ(nS) Analysis (B) Υ(nS) Analysis (EC)
Voigt/Threshold Fraction 2.2% 3.4% 3.5%
Threshold Amplitude, A 4.3% 4.2% 3.9%
Threshold, x0 0.12% 0.13% 0.0055%
Voigt Mean 0.23% 0.057% 0.057%
Voigt Sigma 15% 5.2% 3.5%
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or more typically a misidentified jet, as in the multi-jet events. The contribution from

Drell-Yan production of dimuons in the inclusive background is separate from the ex-

clusive qq̄ → µ+µ−γ background in Section 5.3, as the latter involves a genuine photon

candidate whereas the former involves a jet misidentified as a photon.

The complicated mixture of contributions to the inclusive background, which involves

QCD proceses and misidentification of physics objects, and the highly selective kinematic

phase-space of these searches make this background challenging to model accurately with

simulation. In addition, the inclusive background shape exhibits a broad kinematic peak

near the location of a possible Z → Q γ signal. When combined with the low number of

events in the signal region, this makes the modelling of this background through direct

fits of parametric models to the data unsuitable. To overcome each of these challenges, a

non-parametric data-driven model is used to describe the inclusive background, which is

a generative approach to obtain the mµ+µ−γ distribution of the background contribution.

This method is described in detail in Ref. [229] and is based around the construction of

a ‘kernel’ from a dataset. This kernel represents a description of the distributions of kin-

ematic variables, as well as the correlations between them, relevant in the reconstruction

of particles in the particular analysis. Isolation variables relevant in the event selection

may also be included. Data structures called pseudocandidates can be sampled from this

kernel, such that an ensemble of pseudocandidate events will respect the same variable

distributions and correlations as the dataset used in its construction. In the ideal case this

kernel will have as many dimensions as there are variables, to form a complete description

of the background, however this is not practical. To minimise the impact of statistical

fluctuations in data it is necessary to factorise the kernel from a single distribution of high

dimensionality into several distributions of low dimensionality, whilst keeping an explicit

description of the most important correlations among the variables. The pseudocandid-

ate events are then generated from this factorised kernel using an ancestral sampling

technique, and these are used to obtain the required background distribution. Several

previous searches for exclusive decays of the H and Z bosons to a meson and a photon

have used this method to model their backgrounds [90–93].
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This section describes the application and validation of this method in describing the

mµ+µ−γ shape of the inclusive background in these searches, as well as the allowed shape

variations in the final fit in Section 5.5. This section also describes the parametric model

used to model the mµ+µ− distribution of the inclusive background. The normalisation of

the inclusive background component is extracted directly from the fit to the data in each

search, similarly to the exclusive background.

5.4.1 Generation and Validation Region Selection Criteria

The generation of the non-parametric data-driven background model relies on the defin-

ition of a more relaxed event selection compared to the signal region (SR) requirements

defined in Section 5.1.2. This background model generation region (GR) is defined in this

way such that the selected events are expected to be dominated by background events,

and any effect on model generation from the potential contamination of the region by sig-

nal events is negligible. This allows the events around the H and Z boson mass in mµ+µ−γ

to be left unblinded during preparation of the model. This is vital to accurately estimate

the shape of the background under potential signal peaks in the SR, which is blinded (in

that the data points in the mµ+µ−γ ranges 86 GeV–96 GeV and 122 GeV–128 GeV are

hidden) during the preparation of the analysis to avoid biasing the result.

The GR selection applies the SR selection defined in Section 5.1 but with three changes to

loosen the selection. The first is that the variable threshold on pµ
+µ−

T is not applied, and

instead a smaller, constant threshold of pµ
+µ−

T > 30 GeV is imposed. The second is that

the Q-candidate isolation requirement is loosened to a threshold of ptvarcone30 < 40%

of pµ
+µ−

T . The third is that the photon isolation requirements are loosened to a threshold

of ptcone20 < 20% of pγT for the track isolation, and a threshold of topoetcone40

< 2.45 GeV + 40% of pγT [GeV] for the calorimeter isolation.

Further validation regions (VRs) are defined to assess model performance when each of

the three tighter SR requirements are applied to the generated model in turn. VR1 is

defined as the GR selection with the variable pµ
+µ−

T threshold from the SR, VR2 is defined

as the GR selection with the tight Q isolation requirements from the SR, and VR3 is
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defined as the GR selection with the tight photon isolation requirements from the SR.

Each of the selection regions is summarised in Table 5.17, and the overlap of each region

is illustrated in the Venn diagram in Figure 5.13 for visualisation.

Table 5.17: A summary of the selection regions used in the analysis for the generation of
the inclusive background model. The term ‘Full’ indicates the corresponding requirement ap-
plied in the SR, and discussed in Section 5.1.2. The Relaxed Q-candidate isolation requires

ptvarcone30 < 40% of pµ
+µ−

T . The Relaxed photon isolation requires ptcone20 < 20% of pγT,
and topoetcone40 < (2.45 GeV + 40% of pγT [GeV]). From Ref. [94].

Region pµ
+µ−

T Photon Isolation Q Isolation
Generation Region (GR) > 30 GeV Relaxed Relaxed
Validation Region 1 (VR1) Full Relaxed Relaxed
Validation Region 2 (VR2) > 30 GeV Relaxed Full
Validation Region 3 (VR3) > 30 GeV Full Relaxed
Signal Region (SR) Full Full Full

Figure 5.13: Illustrative Venn diagram showing the overlap between the different selection
regions defined for the generation of the inclusive background model in these searches. The
signal region (SR) selection is the most stringent, followed by the validation regions (VRs)
and then the generation region (GR) which has the loosest selection, and is dominated by
background events. The relative areas of each selection region are not to scale.

5.4.2 Non-Parametric Data-Driven Method for mµ+µ−γ

The application of the GR selection criteria on the ATLAS Run 2 dataset yields approx-

imately 1.8 × 104 events for the ψ(nS) γ searches and 8.9 × 103 events for the Υ(nS) γ

searches for use in the generation of the inclusive background model. To prepare for the
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construction of the model, the exclusive background is subtracted from the GR data-

sets, where the normalisation of the inclusive and exclusive background components are

extracted from the data. PDFs are constructed from the prepared data to describe the

kinematics of the quarkonium and photon candidates, the relevant isolation variables,

and the most important correlations between each variable. These PDFs are sampled us-

ing the ancestral sampling technique shown in Figure 5.14 to generate pseudocandidate

events, each with complete Q and γ four-vectors, necessary to reconstruct the three-body

mass, mµ+µ−γ, and their associated isolation values, necessary for the application of the

VR and SR selection requirements. The sampling scheme is as follows, where Q is equi-

valent to the notation of the dimuon system, µ+µ−, used to describe variables elswhere

in this chapter:

1. The angular co-ordinates and mass of the quarkonium candidate, ηQ, φQ and mQ

are each sampled from independent one-dimensional PDFs, and the photon and

quarkonium tranverse momenta, pγT and pQT , are sampled simultaneously from a

two-dimensional PDF which describes their correlation.

2. The value drawn for pQT is used as an input to a three-dimensional (3D) PDF which

describes the correlations between pQT , the photon calorimeter isolation (γ calo-iso),

and ∆η(Q, γ), which is the separation in η between the photon and quarkonium

candidates, and γ calo-iso and ∆η(Q, γ) are sampled simultaneously.

3. The values of pQT and γ calo-iso are used as inputs to two separate 3D PDFs, where

the first is used to sample the quarkonium isolation (Q track-iso) and the second

is used to sample ∆φ(Q, γ), which is the separation in φ between the photon and

quarkonium candidates.

4. The values of ∆η(Q, γ) and ∆φ(Q, γ) are summed with ηQ and φQ to generate the

angular co-ordinates of the photon candidate, ηγ and φγ, and the Q track-iso and

γ calo-iso are used as inputs to a 3D PDF to sample the photon track isolation (γ

track-iso).

In practice, the PDFs described in Figure 5.14 are constructed using a series of one-
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Figure 5.14: The data-driven ancestral sampling method used to generate pseudocandidate
events to model the inclusive background. Variables labelled ‘1D’ and ‘2D’ refer to the dimen-
sionality of the PDFs used in their generation. Vertices labelled ‘3D’ signify that the output
variable (or variables), identifed by the arrow leaving the vertex, is sampled from a three-
dimensional PDF described in bins of the input variable (or variables), identifed by the lines
leading into the vertex. Vertices labelled ‘Sum’ signify that the output variable is calculated
directly from the sum of the input variables. If two variables share a border, they are sampled
simultaneously from a combined PDF. From Ref. [94].
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and two-dimensional histograms which are filled using data in the GR. These histograms

are sampled to generate the value of a given variable, or pair of values in the case of

2D simultaneously sampled variables. Variables that are downstream from the vertices

labelled 3D are described in an array of histograms, separated in bins of the input variable

or variables. If a particular variable is used as an input in the generation of another

variable, the histogram corresponding to the bin that contains the generated input value

is used to sample the downstream variable, thus retaining their correlation.

The specific sampling scheme used to model the correlations, as well as binning of each

PDF, are hyperparameters of the model. These hyperparameters are optimised based on

the statistics of the available GR dataset as well as on studies of the important correl-

ations in data, shown in Figure 5.15 alongside the correlations in the pseudocandidate

events. The performance of a particular model procedure is assessed by comparing the

correlations in the data and in the pseudocandidate events to check if the important

correlations are retained.6 The variables that are most correlated with three-body mass

are the pT of the photon and quarkonium candidates, and their separation in ∆η. It is

noted that despite the large correlation between mµ+µ−γ and ∆η, the correlation between

mµ+µ−γ and ∆φ, which is the angular separation between the photon and quarkonium

candidates in the transverse plane, is small. The application of explicit cuts on object

pT and ∆φ restrict the ∆φ distribution in data whilst no analogous cuts on ∆η or object

total momentum are applied, such that the ∆η distribution has more freedom. This

results in larger correlations between ∆η and mµ+µ−γ compared to ∆φ and mµ+µ−γ.

Large samples of 10M pseudocandidate events each were generated for the ψ(nS) γ and

Υ(nS) γ searches, and the three-body mass distributions were reconstructed from the

pseudo Q and γ candidates. The sample sizes are chosen to be large to obtain a smooth

mµ+µ−γ distribution for the inclusive background model, which is smoothed further using

Gaussian kernel density estimation (KDE). The resulting mµ+µ−γ distributions in the GR

are shown in Figure 5.16, where the contribution of from the exclusive background is also

6Control distributions comparing the model to the data in several kinematic and isolation variables
in each selection region are also used to assist in the optimisation production of the model, but these are
outside of the scope of this discussion.
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(c) Υ(nS) Endcap

Figure 5.15: Linear correlations between the variables used in the inclusive background model
with the GR selection applied. Correlations for the data (left) and pseudo candidate events
(right) are shown for the (a) ψ(nS) γ analysis, and for the Υ(nS) γ analysis in the (b) barrel
and (c) endcap categories. The values in each bin are indicative of strength of the correlation
between the two variables, where bins are left unlabelled if their correlation is smaller than 1%.
Here, Higgs M refers to the three-body mass mµ+µ−γ .
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included. The total background model accurately predicts the data in the generation

region, which is expected since this is the data sample used to produce the model.
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Figure 5.16: The distribution of mµ+µ−γ in data compared to the prediction of the total back-
ground model for (a) H(Z) → ψ(nS) γ and (b) H(Z) → Υ(nS) γ in the GR. The total
background is normalised to the observed number of events within each region shown, where
the ratio of the exclusive and inclusive background components are extrapolated from data in
the GR. The dashed lines in the ratio plots of each figure indicate 1.2 and 0.8 on the y-axis.
It should be noted that these plots are pre-fit, where the shape of the inclusive and exclusive
background components are fixed to the nominal template. From Ref. [94].

The performance of the models in predicting the data when applying the additional signal

region requirements are assessed in the three VRs, and the comparison of data versus the

model are shown in Figure 5.17. The model accurately describes the data even before any

fits are performed to adjust the normalisation of the inclusive and exclusive background

components or to apply shape variations in the models.

The final model PDFs used in the fits to the data in the signal region, obtained from

applying the SR requirements to the pseudocandidate events and smoothing the resulting

mµ+µ−γ distribution with KDE, are shown in Figure 5.18. The shapes before and after

the KDE smoothing are compared, and the smoothing successfully retains the shape of

the background distribution.
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Figure 5.17: The distribution of mµ+µ−γ in data compared to the prediction of the total back-
ground model for ((a), (b) and (c)) H(Z)→ ψ(nS) γ and ((d), (e) and (f)) H(Z)→ Υ(nS) γ in
the VR1, VR2 and VR3 validation regions, respectively. The total background is normalised to
the observed number of events within each region shown, where the ratio of the exclusive and
inclusive background components are extrapolated from data in the GR. The uncertainty band
corresponds to the uncertainty envelope derived from variations in the inclusive background
modelling procedure described in Section 5.4.4. The dashed lines in the ratio plot in each figure
indicate 1.2 and 0.8 on the y-axis. It should be noted that these plots are pre-fit, where the
shapes of the inclusive and exclusive background components are fixed to the nominal template.
From Ref. [94].
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Figure 5.18: The smoothed mµ+µ−γ inclusive background KDE templates used in the likelihood
fit to data in the signal region in the range 50 < mµ+µ−γ < 300 GeV.
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5.4.3 Analytical Shape of mµ+µ−

No significant correlations between mµ+µ− and mµ+µ−γ are observed for the inclusive back-

ground contribution, which allows the two distributions to be modelled independently.7

The mµ+µ− distribution of the inclusive background model is described analytically as

a sum of a first-order Chebyshev polynomial and several Gaussian distributions, one

for each Q state in the ψ(nS) and Υ(nS) analysis regions. The Chebyshev polynomial

describes the non-resonant dimuon production component of the inclusive background,

similarly to the mµ+µ− distribution of the exclusive background, and the Gaussian dis-

tributions describe each of the Q resonances. The width and mean parameters of the

Gaussian components of each mµ+µ− distribution are fixed to values extracted from fits

to the GR dataset, shown in Figure 5.19. The slope of each Chebyshev polynomial is

also extracted in these fits, however these values are only used as a starting point and

the slope parameter is free to adapt to the data in the maximum-likelihood fit to the SR

in each search in Section 5.5. The GR selection is used to extract the Gaussian shape

parameters instead of the SR selection to exploit the larger statistics of the GR dataset,

and to reduce the number of free parameters in the maximum-likelihood fit to the signal

region. The normalisation of the non-resonant dimuon contribution and each of the Q

resonances is extracted directly from data in the signal region.

The two-dimensional model in mµ+µ− versus mµ+µ−γ for the inclusive background is the

product of the two independently modelled mass distributions for each analysis. As the

two mass distributions are uncorrelated, the shape of the mµ+µ−γ distribution is set to be

the same for each of the genuine Q components and the non-resonant dimuon component

of the inclusive background. The resulting 2D probability density functions, with relative

normalisations extracted from data in the signal region, are shown in Figure 5.20.

7Although values for mµ+µ− are sampled during the generation of the mµ+µ−γ model, these are not
suitable to model the mµ+µ− distribution as it consists of several distinct components, some of which
are resonant. The non-parametric data driven model generates a single template and typically smears
out resonances, which is beneficial for modelling mµ+µ−γ but not for modelling mµ+µ− .
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Figure 5.19: Themµ+µ− distributions in data satisfying the GR selection criteria for (a) ψ(nS) γ,
(b) Υ(nS) γ in the barrel category, and (c) Υ(nS) γ in the endcap category. The error bars on
the data points denote their statistical uncertainty. From Ref. [94].
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Figure 5.20: The two-dimensional mµ+µ−γ versus mµ+µ− probability density functions for the
inclusive background in the (a) ψ(nS) γ and (b) Υ(nS) γ analyses. The barrel and endcap
categories are summed for the Υ(nS) γ model. From Ref. [94].

5.4.4 Systematic Uncertainties

To provide the inclusive background model with freedom to adapt to the data in the SR,

the derived mµ+µ−γ distribution is allowed to vary around the nominal shape via three

approximately orthogonal shape variations, called pγT-shift, ∆φ(Q, γ)-distortion, and

mass-tilt. The parameters controlling each systematic variation are treated as a nuis-

ance parameters in the maximum-likelihood fit in Section 5.5. The alternative shapes

are derived either by generating additional models with systematic variations in the un-

derlying kinematics of the pseudocandidates and propagating the changes to the mµ+µ−γ

distributions, as is the case in the pγT-shift and the ∆φ(Q, γ)-distortion variations,

or by the direct modification of the mµ+µ−γ final shape, as is the case in the mass-tilt

variation. Several shapes are generated for each shape variation, and are arbritrarily

designated as ±1σ and ±5σ variations, corresponding to relatively large changes in the

shape to give the model sufficient freedom to adapt to data. The nuisance parameters

are subsequently constrained by the data. The form of each shape variation is motivated

by experience gained in previous searches for exclusive H(Z)→Mγ decays [90–93].

The alternate shapes for the pγT-shift variation are generated by changing the scale of
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the pγT distribution of the model, artificially shifted by ±6 GeV for the ±1σ variations

and by ±12 GeV for the ±5σ variations, and propagating this shift to the three-body

mass distribution. This shape variation allows the peak of the mµ+µ−γ distribution to

increase or decrease, and is constrained by a Gaussian term in the likelihood function.

The alternate shapes for the ∆φ(Q, γ)-distortion variation are generated by a linear

distortion of the ∆φ(Q, γ) distribution of the model, implemented by reweighting the

distribution by π + 2 × ∆φ(Q, γ) and π + 2
5
× (π − ∆φ(Q, γ)) for the ±1σ variations,

and by π + 10 × ∆φ(Q, γ) and π + 2 × (π − ∆φ(Q, γ)) for the ±5σ variations, and

propagating this distortion to the three-body mass distribution. This shape variation

allows the peak of the mµ+µ−γ distribution to narrow or broaden, and is also constrained

by a Gaussian term in the likelihood function. The alternate shapes for the mass-tilt

variation are generated by directly reweighting the three-body mass distribution with a

linear function around a pivot point near 123 GeV, defined as −0.0013×mµ+µ−γ + 1.16

and 0.0013×mµ+µ−γ + 0.84 for the ±1σ variations, and as −0.0026×mµ+µ−γ + 1.32 and

0.0026×mµ+µ−γ + 0.68 for the ±5σ variations. This shape variation allows the mµ+µ−γ

distribution to adapt to slopes with respect to the data, and is left unconstrained in the

likelihood function. The effect of each of the three systematic shape variations in the SR

are demonstrated in Figure 5.21, where the H and Z mass peaks are blinded and the

contribution by the exclusive background is ignored for purposes of demonstration. These

systematic uncertainties are implemented in the maximum-likelihood fit using the inter-

polation technique described in Ref. [230] to morph the shape of the mµ+µ−γ distribution

in the direction of each variation.

No systematic shape uncertainties are considered for the model of the mµ+µ− distribution,

as the parameters are extracted directly from data. To test whether the shapes of the

genuine Q components of inclusive background are consistent in the GR and the SR,

the parameters of the Gaussian distributions describing each of the ψ(nS) and Υ(nS)

resonances in mµ+µ− were extracted from data in the SR under the background-only

hypothesis and compared with the parameters found in the fit to the GR dataset: the

two sets of parameters were compatible within the statistical error. The slope of the

142



50

100

150

200

250

300

E
v
e

n
ts

 /
 5

 G
e

V

-1 = 13 TeV, 139 fbsData 
Background Model
Model Shape Uncertainty 

 Up
γ

T
Syst. p

 Down
γ

T
Syst. p

 Upφ∆Syst. 
 Downφ∆Syst. 

VR2 Mass Tilt Up
VR2 Mass Tilt Down

Region: SR

 Analysisγ(nS)ψ

Pre-Fit

50 100 150 200 250 300

 [GeV]γ-µ+µ m

0.5
1.0
1.5

D
a

ta
/M

o
d

e
l

(a) ψ(nS) Window

50

100

150

200

250

E
v
e

n
ts

 /
 5

 G
e

V

-1 = 13 TeV, 139 fbsData 
Background Model
Model Shape Uncertainty 

 Up
γ

T
Syst. p

 Down
γ

T
Syst. p

 Upφ∆Syst. 
 Downφ∆Syst. 

VR2 Mass Tilt Up
VR2 Mass Tilt Down

Region: SR

 Analysisγ(nS)Υ

Pre-Fit

50 100 150 200 250 300

 [GeV]γ-µ+µ m

0.5
1.0
1.5

D
a

ta
/M

o
d

e
l

(b) Υ(nS) Window

Figure 5.21: Illustration of the effect of each of the three systematic shape variations on the
mµ+µ−γ distribution of the inclusive background in the (a) ψ(nS) γ and (b) Υ(nS) γ ana-
lyses. The ±5σ shape variations are shown, where the solid lines show the positive variations
and the dashed lines show the negative variations. The pγT-shift variation is shown in red,
the ∆φ(Q, γ)-distortion variation in yellow, and the mass-tilt variation in green. For
demonstration purposes, the data points near potential H (86 GeV–96 GeV) and Z (122 GeV–
128 GeV) boson signals are blinded and the exclusive background contribution is ignored. It
should be noted that these plots are pre-fit, where the shape of the inclusive background is fixed
to the nominal template.
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first order Chebyshev polynomial describing the non-resonant dimuon component of the

inclusive background is extracted directly from the SR in each search. Similarly, no

systematic uncertainties on the normalisation of the inclusive background are considered

as the normalisation of each component is extracted directly from the data in the signal

region of each search.

5.5 Statistical Procedure and Results

To extract upper limits on the branching fractions of the H(Z) → Q γ decay channels,

two-dimensional unbinned maximum-likelihood fits are performed to data with mµ+µ−γ <

300 GeV in the signal region of each of the ψ(nS) γ and Υ(nS) γ searches. Performing

the fits in 2D, with mµ+µ−γ and mµ+µ− as the discriminant variables, allows potential

H(Z)→ Q γ signals to be distinguished from each other as well as each of the components

in the exclusive and inclusive background contributions. This section describes the form

of the likelihood function and the method used to extract the 95% confidence level (CL)

upper limits, the results of the fit with the observed 95% CL upper limits and significances,

as well as the interpretation of the results in the κ framework described in Section 2.2.

5.5.1 Construction of the Likelihood Function

A likelihood function L is constructed for each of the ψ(nS) γ and Υ(nS) γ analyses using

the signal and background models described throughout Sections 5.2, 5.3 and 5.4. The

likelihood for the ψ(nS) γ analysis is described by

L(~µ,~b, ~α, ~θ, θ′) = P(n|
4∑
i=1

µi · si(~α) +

4∑
j=1

bj)×
∏
r

G(αr|0, 1)

×
n∏
k=1

 4∑
i=1

Fsi (~µ, ~α,~b)Si(mk
µ+µ−γ ,m

k
µ+µ−) +

4∑
j=1

Fbj (~µ, ~α,~b)Rj(mk
µ+µ−γ |~θ)Mj(m

k
µ+µ− |θ′)


×
∏
l

G(θl|0, 1).

The first line of the above equation describes the likelihood of observing n events, related
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to the normalisation of the expected signal and background distributions. The symbol

P represents the Poisson distribution to observe n events given the total signal and

background, for which there are four distinct contributions each. The signals are counted

by the index i and represent each of the signals, H → J/ψ γ, H → ψ(2S) γ, Z →

J/ψ γ and Z → ψ(2S) γ. The backgrounds are counted by the index j and represent

each of the backgrounds, split into the exclusive and inclusive contributions, where the

inclusive background is divided into three components: non-resonant dimuon production,

J/ψ decays, and ψ(2S) decays. The normalisation parameters associated with each of

these background contributions are denoted by ~b = {bj}. These are not constrained

and are determined directly from the fit to the data. The symbol si(~α) represents the

expected signal yield for signal i, as modified by the nuisance parameters ~α for the

signal normalisation systematics discussed in Section 5.2.4. These nuisance parameters

are counted by index r and are constrained with Gaussian terms G where the mean and

width parameters are set to the parameters of the standard normal distribution at 0 and

1, respectively. The expected signal yields are multiplied by the relative signal strength

parameters ~µ = {µi} for each of the Higgs and Z boson signals, where µi = 1 corresponds

to an unmodified yield.8 These are the parameters of interest in these searches and are

used to determine the significances of each observed signal and the 95% CL upper limits

on the branching fractions of each decay.

The second and third lines of the equation describe the likelihood of observing each indi-

vidual event, represented by the index k, at its specific location, related to the PDFs of

each signal and background contribution. The symbol F si denotes the fraction of signal i

in the total signal and background, and the symbol F bj denotes the fraction of background

j in the total signal and background. The shape of the signal i in mµ+µ−γ versus mµ+µ−

is given by the two-dimensional PDF Si. Similarly, the shape of the background com-

ponent j is given by the product of one-dimensional PDFs Rj(mµ+µ−γ) andMj(mµ+µ−),

8The exact values used in the normalisation of the expected signal yields si(~α) are arbitrary as the
signal strength parameters µi are free in the fit and constrained entirely by the data to adapt to the
observed yield. Typically si(~α) values are set to the expected yield in the SM, but in these analyses
reference values corresponding to B(H → Q γ) = 10−3 and B(Z → Q γ) = 10−6 are used to set the
normalisation of the expected signal yields in the limit setting, near the sensitivity of each search. This
is helpful in the case of the ψ(2S) γ channels where the SM expectations are not well known.
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since the two mass distributions are not correlated in the backgrounds.9 The nuisance

parameters ~θ represent the systematic variations of the background shapes in mµ+µ−γ, as

discussed for the exclusive background in Section 5.3.3 and for the inclusive background in

Section 5.4.4. These parameters, counted by index l, are constrained by standard Gaus-

sian terms similarly to the signal normalisation systematics. This is with the exception

of the nuisance parameter for the mass-tilt shape variation which is not constrained.

The nuisance parameter θ′ represents the slope of in mµ+µ− of the non-resonant dimuon

component of the inclusive background, which is also a free parameter in the fit.

The likelihood function for the Υ(nS) γ searches is defined similarly, but with the events

divided further into the mutually exclusive barrel and endcap categories. In this case

there are six signal contributions, three for H → Υ(1S, 2S, 3S) γ and three for Z →

Υ(1S, 2S, 3S) γ, and five background contributions. The backgrounds are split into the

exclusive and inclusive backgrounds, where the inclusive background is divided into four

components: non-resonant dimuon production, Υ(1S) decays, Υ(2S) decays, and Υ(3S)

decays. Using analogous symbolism as for the ψ(nS) γ likelihood function, the likelihood

for the Υ(nS) γ analysis is described by

L(~µ,~b, ~α, ~θ, ~θ′) = P(n|
6∑
i=1

µi · (sBi (~α) + sEC
i (~α)) +

5∑
j=1

(bBj + bEC
j ))×

∏
r

G(αr|0, 1)

×
nB∏
kB=1

 6∑
i=1

Fs
B

i (~µ, ~α, ~bB)SBi (mkB
µ+µ−γ ,m

kB
µ+µ−) +

5∑
j=1

Fb
B

j (~µ, ~α, ~bB)RB
j (mkB

µ+µ−γ | ~θB)MB
j (mkB

µ+µ− |θ′B)


×

nEC∏
kEC=1

 6∑
i=1

Fs
EC

i (~µ, ~α, ~bEC)SEC
i (mkEC

µ+µ−γ ,m
kEC

µ+µ−) +
5∑
j=1

Fb
EC

j (~µ, ~α, ~bEC)REC
j (mkEC

µ+µ−γ | ~θEC)MEC
j (mkEC

µ+µ− |θ′EC)


×
∏
l

G(θl|0, 1).

In the above, the indices B and EC denote the specific barrel and endcap components

of each term described in the likelihood, where the total signals and backgrounds are

the sum of these two mutually exclusive categories, and the total number of events n =

nB +nEC. The signal strength parameters ~µ and nuisance parameters ~α, representing the

9This is also true in the case of the Z → Q γ signal PDFs, which can be described as S〉 =
S1i (mµ+µ−γ)× S2i (mµ+µ−).
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signal normalisation systematic uncertainties, scale the total signal yields. Conversely,

the parameters associated with the background shape systematic uncertainties modify

the background shapes separately in the B and EC categories, such that ~θ = { ~θB, ~θEC}

and ~θ′ = {θ′B, θ′EC}.

The above functions are fit to the data to extract the observed significances for each

signal in the data, as well as the 95% CL upper limits on the branching fractions for the

H and Z boson decays into Q γ. The background-only hypothesis refers to the situation

where the set ~µ of the signal strengths are set to 0, such that L consists only of terms

relating to the background. The statistics-only hypothesis refers to the situation where

the systematic uncertainties are neglected, such that ~α = ~0 and ~θ = ~0 and is used to

assess the impact of the systematic uncertainties on the sensitivity of each search. For

the limit setting, the CLs modified frequentist formalism [231] is used with the profile-

likelihood-ratio test statistic and the asymptotic approximations derived in Ref. [232].

The 95% CL upper limit corresponds to CLs = 1−CL = 0.05. Whilst setting the limits

for a given signal, each of the other potential signal contributions are treated as nuisance

parameters and are profiled in the fit. The profile-likelihood-ratio test statistic Λ(µi) for

a given signal i is defined as

Λ(µi) =
L(µi,

ˆ̂
~β(µi))

L(µ̂i, ~̂β)
,

where ~β corresponds to the full set of nuisance parameters in the likelihood function

L, which is every parameter L is dependent on described above with the exception of

the strength of the signal of interest µi. The symbols µ̂i and ~̂β refer to the specific

set of values of µi and ~β which maximise L overall, found via fits to the data. The

symbol
ˆ̂
~β(µi) refers to the set of values of ~β which maximise L for a given value of

µi. For technical and computational reasons, the fits themselves find the values of each

parameter which minimize the negative log-likelihood function, defined as − ln(L), for

a given condition. The observed local significance σi for a signal i is approximated by
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taking the value
√

2× |∆[− lnL]| for the situation where ∆[− lnL] = ln[L(0,
ˆ̂
~β(0))] −

ln[L(µ̂i, ~̂β)]. This compares the maximised likelihood value in the case where the signal

i is fixed to µi = 0 to the case where the signal is free in the fit. Signals are upward

fluctuations if the corresponding best-fit value of µi is positive and downward fluctuations

if the corresponding value of µi is negative.

To test the capability of the fit in finding potential signal contributions, signal injection

tests were performed. Signals corresponding to a branching fraction of 5 × 10−4 for

H boson signals and 5 × 10−7 for Z boson signals, such that µi = 0.5 for all signals,

were injected into an Asimov dataset [232] of the expected backgrounds obtained from

a background-only fit to the signal region. Table 5.18 shows the results of a maximum-

likelihood fit to the resulting Asimov datasets, and the fit successfully recovers the signal

in each case, in that the best fit value of µi is found to be consistent with 0.5 in each

case.

Table 5.18: µ values from the fit after injection of signals corresponding to a branching ratio of
5 ×10−4(10−7) for the Higgs (Z) boson decays. A binning of 1 GeV in mµ+µ−γ and 0.025 (0.05)
GeV in mµ+µ− was used to construct the Asimov dataset for the ψ(nS) (Υ(nS)) analysis.

post-fit µ (syst)
H → J/ψ γ 0.499± 0.126
H → ψ(2S)γ 0.500± 0.426
Z → J/ψ γ 0.501± 0.324
Z → ψ(2S)γ 0.497± 1.390
H → Υ(1S)γ 0.500± 0.303
H → Υ(2S)γ 0.496± 0.259
H → Υ(3S)γ 0.502± 0.257
Z → Υ(1S)γ 0.505± 0.676
Z → Υ(2S)γ 0.502± 0.454
Z → Υ(3S)γ 0.506± 0.492

5.5.2 Observed Significances and Upper Limits

In total, across the entire mµ+µ−γ and mµ+µ− mass ranges used in each search, 3394

events are observed in the signal region for the ψ(nS) γ analysis, and 3577 events are

observed in the signal region for the Υ(nS) γ analysis, which is the total of the barrel

and endcap categories. The number of expected and observed background events in the
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mass windows for individual signal resonances are shown in Table 5.19, along with the

expected signal yields for reference branching ratios of 10−3 and 10−6 for each of the

H and Z signals, respectively. The values for the expected backgrounds are obtained

from a background-only fit to the data whereas the values for the expected signals given

their reference branching ratios are obtained from the normalisation of the simulated

samples. The contribution from the exclusive background to the total background around

each resonance is approximately 10% for H → J/ψ γ, 22% for H → ψ(2S) γ, 21%

for Z → J/ψ γ, and 41% for Z → ψ(2S) γ. For the Υ(nS) γ searches the exclusive

background makes up 24%–29% of the total background near the Higgs boson signals

and 75%–79% near the Z boson signals. The exclusive background comprises a larger

portion of the total background near the Z signals primarily due to the contribution by

on-shell Z → µ+µ−γ events, particularly in the Z → Υ(nS) γ searches.

Table 5.19: Numbers of expected and observed background events for the mµ+µ−γ versus mµ+µ−

ranges of interest. Each expected background its corresponding uncertainty is obtained from a
background-only fit to the data; the uncertainty does not take into account statistical fluctu-
ations in each mass range. Expected H and Z boson signal contributions are shown for reference
branching fractions of 10−3 and 10−6, respectively, with their corresponding total systematic
uncertainty. The ranges in mµ+µ−γ are centred around each boson resonance whereas the ranges
in mµ+µ− are centred around each quarkonium resonance, with widths driven by the resolution
of the detector. In particular, the ranges for the Υ(nS) resonances are based on the resolution
in the endcaps, and the same window is used for the barrel category. From Ref. [94].

Observed (expected) background Z signal H signal
Category mµ+µ− range mµ+µ−γ range [GeV] for for

[GeV] 86–96 122–128 B = 10−6 B = 10−3

Inclusive 2.9–3.3 198 (185.6± 5.9) 61 (59.1± 1.6) 49.3± 2.4 87.8± 6.1
Inclusive 3.5–3.9 83 ( 82.5± 4.0) 21 (22.9± 0.9) 6.5± 0.3 11.8± 0.8
Barrel 9.0–9.8 125 (125.3± 4.7) 12 (11.6± 0.6) 11.4± 0.6 20.2± 1.4
Barrel 9.6–10.4 118 (121.9± 4.6) 14 (10.7± 0.6) 8.8± 0.4 15.3± 1.1
Barrel 9.9–10.7 102 (119.9± 4.5) 11 (10.2± 0.6) 10.1± 0.5 17.4± 1.2
Endcap 9.0–9.8 133 (162.9± 5.7) 16 (13.6± 0.7) 15.5± 0.8 20.5± 1.4
Endcap 9.6–10.4 150 (157.1± 5.6) 11 (11.7± 0.5) 11.7± 0.6 15.8± 1.1
Endcap 9.9–10.7 171 (156.7± 5.8) 7 (11.4± 0.6) 13.5± 0.7 17.6± 1.2

The results of the background-only fits are shown graphically in each mass dimension in

Figure 5.22 for the ψ(nS) γ analysis and in Figure 5.23 for the Υ(nS) γ analysis. These

demonstrate the ability of the background model to accurately describe the data across

the entire signal region of each analysis. In these figures the signal distributions are
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normalised to the reference branching ratios of 10−3 for the Higgs boson signals and 10−6

for the Z boson signals.
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Figure 5.22: The mµ+µ− γ and mµ+µ− distributions for the selected events in the ψ(nS) γ
analysis. The results of the maximum-likelihood fits to the background-only models is also given,
along with the ratio of the data to this fit. The dimuon background in the legend refers to the
component of the inclusive background which is non-resonant mµ+µ− ; the ψ(nS) background in
the legend refers to the components of the inclusive background which are resonant in mµ+µ− .
The expected Z and Higgs boson contributions are shown for reference branching fraction values
of 10−6 and 10−3, respectively. From Ref. [94].

Expected 95% CL upper limits on the branching fractions, and their uncertainty bands,

are calculated based on the construction of Asimov datasets and fitting these with the

likelihood functions L. Tables 5.20 and 5.21, for the ψ(nS) γ and Υ(nS) γ searches,

respectively, compare the expected limits obtained when accounting for the full set of

systematic uncertainties in the maximum-likelihood fit to the expected limits obtained

when only accounting for statistical uncertainties in the fit. The sensitivity of each

search is dominated by the statistical uncertainty; the systematic uncertainties have a

small effect in the expected limits. For H → J/ψ γ the systematic uncertainties result in

a 0.8% increase of the expected 95% CL upper limit on the branching fraction compared

to the statistics-only case, and 4.2% for Z → J/ψ γ. The corresponding increases are

0.1% for H → ψ(2S) γ, and 0.6% for Z → ψ(2S) γ. Similarly, the sensitivity to the

H → Υ(1S, 2S, 3S) γ signals deteriorates by 0.1%–0.8% when accounting for systematic

uncertainties, and by 0.3%–0.5% for the Z → Υ(1S, 2S, 3S) γ signals. For Z → J/ψ γ,
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Figure 5.23: The mµ+µ− γ and mµ+µ− distributions for the selected events in the Υ(nS) γ
analysis. The results of the maximum-likelihood fits to the background-only models is also given,
along with the ratio of the data to this fit. The dimuon background in the legend refers to the
component of the inclusive background which is non-resonant mµ+µ− ; the Υ(nS) background in
the legend refers to the components of the inclusive background which are resonant in mµ+µ− .
The expected Z and Higgs boson contributions are shown for reference branching fraction values
of 10−6 and 10−3, respectively. From Ref. [94].

where systematic uncertainties have the largest impact on sensitivity, the uncertainties in

the inclusive background shape dominate compared to the uncertainties in the exclusive

background shape and in the normalisation of the signals.

Table 5.20: Post-fit expected branching fraction limit at 95% CL for the ψ(nS) γ decays. The
limits are estimated both with no systematic uncertainties, and with the complete normalisation
and shape systematic uncertainties.

Expected ±1σ ±2σ
H → J/ψ γ [10−3]

No Systematics 0.179 0.255/0.129 0.355/0.096
Shape+Norm 0.181 0.259/0.130 0.363/0.097

H → ψ(2S)γ [10−3]
No Systematics 0.813 1.176/0.586 1.680/0.436
Shape+Norm 0.814 1.178/0.586 1.686/0.437

Z → J/ψ γ [10−6]
No Systematics 0.636 0.900/0.458 1.227/0.341
Shape+Norm 0.663 0.937/0.477 1.281/0.356

Z → ψ(2S)γ [10−6]
No Systematics 3.024 4.317/2.179 5.953/1.623
Shape+Norm 3.041 4.351/2.191 6.021/1.632

The significance of each of the observed signal strengths is presented in Table 5.22, ob-
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Table 5.21: Post-fit expected branching fraction limit at 95% CL for the Υ(nS) γ decays. The
limits are estimated both with no systematic uncertainties, and with the complete normalisation
and shape systematic uncertainties.

Expected ±1σ ±2σ
H → Υ(1S)γ [10−3]

No Systematics 0.270 0.389/0.195 0.552/0.145
Shape+Norm 0.272 0.394/0.196 0.564/0.146

H → Υ(2S)γ [10−3]
No Systematics 0.340 0.490/0.245 0.699/0.182
Shape+Norm 0.340 0.491/0.245 0.701/0.183

H → Υ(3S)γ [10−3]
No Systematics 0.298 0.431/0.215 0.615/0.160
Shape+Norm 0.298 0.432/0.215 0.617/0.160

Z → Υ(1S)γ [10−6]
No Systematics 1.553 2.178/1.119 2.966/0.833
Shape+Norm 1.559 2.191/1.123 2.996/0.837

Z → Υ(2S)γ [10−6]
No Systematics 2.109 2.934/1.519 3.988/1.132
Shape+Norm 2.119 2.958/1.527 4.032/1.137

Z → Υ(3S)γ [10−6]
No Systematics 1.928 2.704/1.389 3.682/1.035
Shape+Norm 1.934 2.719/1.394 3.719/1.038

tained by comparing the signal-plus-background hypothesis to the background-only hypo-

thesis. The observed data are consistent with the expected backgrounds in each search,10

where the largest observed local excess is 1.9σ in the search for Z → J/ψ γ followed by

0.8σ in the search for H → ψ(2S) γ.

Table 5.22: Post-fit observed significances. The p-value is calculated from a one-tailed test
under the background-only hypothesis. For the upward fluctuations this corresponds to the
probability of observing an as large or larger excess of events with respect to the background-
only expectation; for the downward fluctuations this is the probability of observing an as large
or larger deficit of events with respect to the background-only expectation.

Local Significance (σ) Direction of fluctuation P-value (%)
H → J/ψ γ 0.38 Up 35.3
H → ψ(2S) γ 0.81 Up 20.8
Z → J/ψ γ 1.90 Up 2.8
Z → ψ(2S) γ 0.73 Down 23.4
H → Υ(1S) γ 0.38 Down 35.3
H → Υ(2S) γ 0.69 Up 24.4
H → Υ(3S) γ 0.64 Up 26.1
Z → Υ(1S) γ 1.21 Down 11.3
Z → Υ(2S) γ 1.69 Down 4.6
Z → Υ(3S) γ 0.63 Up 26.5

10In general, an excess of 3σ is required to claim that there is evidence of a signal, and an excess of
5σ is required to claim a discovery.
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The results of the background-only fits projected into the individual mass windows near

each signal resonance are shown in Figures 5.24 and 5.25 for the ψ(nS) γ and Υ(nS) γ

searches, respectively. The signal distributions shown in these plots are set to these

observed 95% CL upper limits, which are highly sensitive to the number of events in the

resonance windows shown. These are presented in Table 5.23 alongside the observed upper

limits in terms of the H and Z production cross sections times branching fractions to a

quarkonium state and a photon, where the cross section values are shown in Table 5.7

in Section 5.2.2. In general, the observed limits are an improvement by a factor of

approximately two compared to the previous ATLAS result presented in Ref. [92], which

used a smaller dataset 36.1 fb−1 of
√
s = 13 TeV proton–proton collision data. The

improvement in the limits is consistent with the increase in integrated luminosity from

36.1 fb−1 to 139 fb−1.

Table 5.23: Expected, with the corresponding ±1σ intervals, and observed 95% CL branching
fraction upper limits for the Higgs and Z boson decays into a quarkonium state and a photon.
Standard Model production of the Higgs boson is assumed. The corresponding upper limits on
the production cross section times branching fraction σ × B are also shown. From Ref. [94].

95% CL upper limits
Branching fraction σ × B

Decay Higgs boson [ 10−4 ] Z boson [ 10−6 ] Higgs boson [fb] Z boson [fb]

channel Expected Observed Expected Observed Observed Observed

J/ψ γ 1.8+0.8
−0.5 2.0 0.7+0.3

−0.2 1.2 11 69

ψ(2S) γ 8.1+3.6
−2.3 10.5 3.0+1.3

−0.8 2.4 58 142

Υ(1S) γ 2.7+1.2
−0.8 2.5 1.6+0.6

−0.4 1.1 14 62

Υ(2S) γ 3.4+1.5
−1.0 4.2 2.1+0.8

−0.6 1.3 24 74

Υ(3S) γ 3.0+1.3
−0.8 3.4 1.9+0.8

−0.5 2.4 19 143

5.5.3 Interpretation in κ Framework

The approach presented in Refs. [71, 78] is employed to interpret the results of these

searches in terms of constraints on the charm- and bottom-quark Yukawa couplings,

described in terms of the κ framework discussed in Section 2.2. The ratio of signal

strength µmeasurements between theH → J/ψ γ andH → γγ decay channels, where µ is

normalised such that µ = 1 is the expected yield with SM branching ratios (not reference
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Figure 5.24: Projection of the background-only fit in the ψ(nS) γ analysis in mµ+µ− for the (a)
Z boson and (b) Higgs boson mµ+µ−γ regions, and in mµ+µ−γ for the (c) J/ψ and (d) ψ(2S)
mµ+µ− regions. The dimuon background in the legend refers to the component of the inclusive
background which is non-resonant mµ+µ− ; the ψ(nS) background in the legend refers to the
components of the inclusive background which are resonant in mµ+µ− . The branching fraction
of each signal distributions is set to the corresponding observed 95% CL upper limit. From
Ref. [94].
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Figure 5.25: Projection of the background-only fit in the Υ(nS) γ analysis in mµ+µ− for the (a)
Z boson and (b) Higgs boson mµ+µ−γ regions, and in mµ+µ−γ for the Υ(1S, 2S, 3S) mµ+µ−

regions in (c), (d) and (e), respectively. The dimuon background in the legend refers to the
component of the inclusive background which is non-resonant mµ+µ− ; the Υ(nS) background in
the legend refers to the components of the inclusive background which are resonant in mµ+µ− .
The branching fraction of each signal distributions is set to the corresponding observed 95% CL
upper limit. From Ref. [94]. 155



branching ratios as in the limit setting), is equivalent to the ratio of measurements of

their production cross section times branching fraction σ×B. This is approximately equal

to the ratio of the respective partial decay widths, Γ, normalised to their expectation in

the SM, ΓSM, since the dependence on the production mechanism and Higgs total width

cancels out. The ratio κc/κγ of the coupling modifiers, where κ is the ratio of each

coupling with its value in the SM, for the charm-quark Yukawa coupling κc and the

effective coupling of Higgs boson to photons κγ can be estimated as

µH→J/ψ γ
µH→γγ

=
σHBH→J/ψ γ/σSM

H BSM
H→J/ψ γ

σHBH→γγ/σSM
H BSM

H→γγ
≈

ΓH→J/ψ γ/Γ
SM
H→J/ψ γ

ΓH→γγ/ΓSM
H→γγ

=
|Aind +Adirκc/κγ|2

ΓSM
H→J/ψ γ

.

This parameterisation is used to derive a 95% CL interval of the κc/κγ ratio. The in-

direct and direct amplitudes, Aind and Adir, for H → J/ψ γ and H → Υ(nS) γ interfere

destructively and are obtained from Ref. [76].11 The signal strength for H → γγ is ob-

tained from Ref. [233] whereas the signal strengths for H → J/ψ γ and H → Υ(nS) γ

are from this search. An observed 95% CL interval of (−133, 175) is obtained for κc/κγ,

with an expected interval of (−120, 161). This interval is dominated by the statistical

uncertainty in the search for H → J/ψ γ, where the theoretical uncertainties of the de-

cay amplitudes enlarge the obtained interval by approximately 8%, mainly through the

uncertainty in the real part of Adir. The correlated components in the uncertainties of

the two measurements were also removed, but this had negligible impact. The magnitude

of Adir, which is sensitive to the charm-quark Yukawa coupling, is significantly smaller

in the most recent theory calculations [74, 76] compared to earlier ones [69], leading to

much weaker constraints than those predicted when these searches were proposed. Very

large values of κc lead to tensions with other ATLAS [234] and CMS [235] measurements

of Higgs boson couplings [236].

A similar relation can be written for the ratio κb/κγ, where κb is the coupling modifier

11The corresponding values for H → ψ(2S) γ are not available in the literature, so this study cannot
be performed for the ψ(2S) channel.
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for the bottom-quark Yukawa coupling. This relation is

µH→Υ(nS) γ

µH→γγ
=
σHBH→Υ(nS) γ/σ

SM
H BSM

H→Υ(nS) γ

σHBH→γγ/σSM
H BSM

H→γγ
≈

ΓH→Υ(nS) γ/Γ
SM
H→Υ(nS) γ

ΓH→γγ/ΓSM
H→γγ

=
|Aind +Adirκb/κγ|2

ΓSM
H→Υ(nS) γ

.

Combining the three Υ(1S, 2S, 3S) γ decays, and accounting for the −21% correlation

between µH→Υ(2S) γ and µH→Υ(3S) γ, a 95% CL interval of (−37, 40) is obtained for κb/κγ,

with an expected interval of (−37, 39). The Υ(1S) γ decay contributes most of the sens-

itivity to κb/κγ since its indirect amplitude is the largest amongst the Υ(nS) γ decays.

Similarly to the κc/κγ result, the statistical uncertainty in the searches for H → Υ(nS) γ

dominate the interval, where the theoretical uncertainties of the decay amplitudes enlarge

the interval by 12%.
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6 Searches for Flavour-Violating H and Z Boson De-

cays with a Displaced Vertex: H → D∗γ, Z →

D0γ, and Z → Ksγ

Flavoured mesons consist of quarks of two different flavours, and their properties rel-

evant for these exclusive decay searches are summarised in Table 6.1. As discussed in

Section 2.3, the decays H → D∗ γ, Z → D0 γ and Z → Ks γ are forbidden at tree level

in the SM, and loop contributions are very small [84]. The provides the opportunity

to probe potential flavour-violating couplings of the Higgs and Z bosons, through the

Feynman diagram shown in Figure 6.1 which proceeds via the flavour violating coupling.

Table 6.1: Properties of the flavoured mesons considered in these searches [26]. Uncertainties
on the meson masses are not shown as they are negligible compared to the central value, of
order 50 keV or smaller. Decay lengths are calculated from the proper lifetimes the Ks and
D0 by the speed of light. The lifetime of the Ks is (8.954 ± 0.004) × 10−11 s and of the D0 is
(4.103± 0.010)× 10−13 s. The anti-particles D̄0 and D̄∗ are also considered.

Meson Composition Mass [MeV] Decay Length Targeted Decay
Ks

1√
2
(ds̄− sd̄) 498 2.686 cm π+π−(69.20± 0.05)%

D0 cū 1865 0.123 mm K−π+(3.947± 0.030)%
D∗ cū 2007 Prompt D0π0(64.7± 0.9)%

and D0γ(35.3± 0.9)%

Figure 6.1: Feynman diagrams depicting the flavour-violating H → M γ and Z → M γ pro-
cesses, where M is a flavoured meson. For Higgs boson decays, M = D∗ or D̄∗; for Z boson
decays, M = D0, D̄0 or Ks. The indices i and j refer to the flavour of the quark, and i 6= j.

The three decays investigated in these searches each involve a displaced vertex, either

through the decay of the D0 in H → D∗ γ and Z → D0 γ or the decay of the Ks in

Z → Ks γ. This provides a particularly distinct signature compared to the exclusive
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decays in general, shown in Figure 6.2, as requirements on the vertex displacement can

be used to reject prompt backgrounds which make up the vast majority of events at

ATLAS. This signature, like other exclusive decays, includes a high-energy photon and a

meson appearing approximately back-to-back in the detector following the decay of the

H or Z boson, where there is a resonance in di-track mass to reconstruct the meson and

in three-body mass to reconstruct the initial boson. As the mass difference between the

D0 and D∗ is so small, 142 MeV, the additional π0 or γ in the decay of the D∗ is very

soft and the majority of the energy goes to the D0. This provides the opportunity to

partially reconstruct the Higgs boson as the D0 γ system, where the additional daughter

particle is neglected, while still attaining a good mass resolution. This simplifies the

search for the D∗ decay as it allows it to share a common selection and background

model with the Z → D0 γ search, and the reconstruction of a soft neutral particle is not

required. The backgrounds in these searches are considered as a single inclusive source,

and originate mostly from multi-jet and γ+jet events involving the production of the

meson or a non-resonant di-track system near its mass.

Figure 6.2: Experimental signature of the H → D∗ γ, Z → D0 γ and Z → Ks γ decays, where
the displaced meson decays into a pair of charged particles.

This chapter discusses the ongoing development of the searches for the decays H → D∗ γ,

Z → D0 γ (as well as the corresponding charge-conjugate decays H → D̄∗ γ and Z →

D̄0 γ) and Z → Ks γ, which use 135.2 fb−1 of ATLAS data collected at
√
s = 13 TeV.

The LHCb experiment has searched for the decay Z → D0 γ using 2.0 fb−1 of data

collected at
√
s = 13 TeV, yielding a 95% CL upper limit of 2.1 × 10−3 [98], but to

the best of the author’s knowledge there are no further previous constraints on these

decays. Throughout this chapter, D∗ collectively refers to the D∗ and its anti-particle
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D̄∗, andD0 collectively refers to theD0 and its anti-particle D̄0, unless otherwise specified.

Section 6.1.1 describes the data sample and event selection used in these searches, and

Sections 6.2 and 6.3 describe the current treatment of the signal and background models,

respectively. Section 6.4 describes the statistical approach used in these searches as well

as the expected sensitivity based on blinded data.

6.1 Event Selection

This section describes the requirements imposed on data for them to be considered can-

didate events in the searches for H → D∗ γ, Z → D0 γ and Z → Ks γ. Similarly to the

H(Z)→ Qγ event selection, these are based on data quality requirements and available

triggers, as well as the geometric acceptance. Kinematic thresholds are also optimised to

maximise the signal-to-background of the searches, and vertex requirements are imposed

to exploit the displaced topology of the D0 and Ks decays.

The requirements for the H → D∗ γ and Z → D0 γ searches are identical, as the addi-

tional π0 or γ in the decay of the D∗ is soft and the mass resolution of the Higgs boson

does not deteriorate significantly if it is ignored as shown later in Section 5.2. The re-

quirements for the Z → Ks γ search are similar to the others, but different triggers are

used and the optimised kinematic and vertex significance thresholds differ slightly.

6.1.1 Data Sample and Triggers

The ATLAS proton–proton collision dataset collected between 2016–2018 at
√
s = 13 TeV

is considered in these searches, with stable beam conditions and relevant detector systems

functional [103]. The 2015 dataset is not included as the triggers described below were not

available throughout this period. Data events are required to pass the GRL requirements

described in Section 3.1.1. These decays searches also use dedicated triggers, but unlike

the combined photon and muon triggers used for the Q γ final states in Chapter 5, these

triggers are based on adapted τ -lepton trigger algorithms at the software-based HLT.

The topology of the decays D0 → K−π+ and Ks → π+π− are similar to the topology of

the τ -lepton decays, except these have two-pronged decays whereas the τ -lepton decays
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are either one- or three-pronged. This was exploited to develop combined photon and ‘τ -

object’ triggers dedicated to these searches, which are also used in the searches for other

exclusive M γ decays with hadronically decaying mesons, such as H(Z) → (φ, ρ) γ [91,

93]. On top of the typical kinematic requirements on the τ -object pT, several additional

variables are used to define the selection in the τ -object leg of these dedicated triggers.

The standard τ -object selection variables used in the triggers include the number of tracks

associated with the τ -object, the pT of the leading track, and EMPOverTrkSysPMax which

is the ratio of the pT of the EM cluster associated with the τ -object over the total pT of

the tracks associated with the τ -object. Two further variables are defined for background

reduction in the exclusive decay triggers: the invariant mass of the τ -object tracks, so that

events near the mass of the meson are selected, and the invariant mass of the τ -object and

photon system, to reduce combinatoric backgrounds. Applying optimised requirements

on these two variables allowed the pT thresholds for the τ -object and photon legs to be

reduced as much as possible to increase the signal acceptance of the dedicated triggers.

In particular for the D∗ γ and D0 γ searches, throughout the 2016 data taking period

a trigger requiring a ‘medium’ identification photon [196] with pγT > 35 GeV, and a τ -

object with a pτT > 25 GeV was available. Throughout the 2017–2018 data taking period a

trigger requiring a ‘medium’ identification photon with a looser selection of pγT > 25 GeV,

a τ -object with pτT > 25 GeV, and an invariant mass of the photon+τ -object system

of mτγ > 50 GeV was available. Each of these triggers also required the τ -object to

have exactly two tracks associated with it which have an invariant mass 1800 MeV <

mKπ < 1930 MeV under a kaon-pion mass hypothesis,12 a lead-track pT > 15 GeV, and

EMPOverTrkSysPMax < 1. Analogous triggers for the 2016 and the 2017–2018 run periods

were available for Ks γ, with the difference that the two tracks associated with the τ -

object were required to have an invariant mass 460 MeV < mπ+π− < 538 MeV under

a dipion mass hypothesis. The available triggers are summarised in Table 6.2 alongside

their integrated luminosities and run periods, and the total integrated luminosity of these

searches is 135.2 fb−1. In these searches, data must meet the loose requirements of the

12Both combinations are tried for the kaon-pion mass hypothesis, and the one closer to the mass of
the D0 is chosen.
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dedicated HDBS2 derivation, which requires all tracks to have pT > 5 GeV, and a fit of the

di-track vertex [197] must have χ2 < 200. The tracks must also be oppositely charged.

Table 6.2: The dedicated triggers used to select candidate H → D∗ γ, Z → D0 γ and Z → Ks γ
events from 2016–2018. GRLs are applied in the calculation of the integrated luminosities.

Period Trigger Luminosity (fb−1)
H → D∗ γ and Z → D0 γ

2016 HLT g35 medium tau25 kaonpi2 tracktwo L1TAU12 32.4
2017–2018 HLT g25 medium L1EM24VHI tau25 kaonpi2 tracktwo 50mVis10000 102.8

H(Z)→ Ks γ
2016 HLT g35 medium tau25 dipion2 tracktwo L1TAU12 32.4
2017–2018 HLT g25 medium L1EM24VHI tau25 dipion2 tracktwo 50mVis10000 102.8

6.1.2 Selection Requirements

Events which pass the trigger, data quality requirements, and the HDBS2 derivation must

satisfy several additional criteria to be selected as candidate events. Reconstructed tracks

must satisfy the ‘loose’ selection working point [124], and have |η| < 2.5. There must

be at least one pair of oppositely charged tracks in the event, where the leading track

has pT > 20 GeV and the subleading track has pT > 5 GeV. The invariant mass of the

di-track system must satisfy 1800 MeV < mKπ < 1930 MeV under the kaon-pi hypothesis

for D0 candidates, and 460 MeV < mπ+π− < 538 MeV under the dipion hypothesis for

Ks candidates.

Several isolation and vertex requirements are also imposed on the di-track system. The

variable ptcone20 is defined, which is the sum of the pT of all the ID tracks within

∆R < 0.2 of the leading track, excluding the pT of the leading track itself and the

subleading track if it lies within this cone. Only tracks compatible with originating from

the primary vertex are considered. Candidate D0 and Ks mesons must satisfy ptcone20

< 10% of pMT , whereM is the meson candidate. To reject backgrounds originating from

prompt decays, the transverse decay length significance must satisfy |Lxy/σLxy | > 3 for

the H → D∗ γ and Z → D0 γ searches, and must satisfy |Lxy/σLxy | > 5 for the Z → Ks γ

search. The transverse momentum of the di-track system for D0 and Ks candidates must

respectively satisfy pD
0

T > 39 GeV and pKs
T > 38 GeV.

The requirements for the photon candidate are identical to those for the H(Z) → Q γ
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searches in Section 5.1.2. To summarise, photons must pass the ‘tight’ identification

criteria, have pseudorapidity |ηγ| < 2.37, excluding 1.37 < |ηγ| < 1.52, and have a

transverse momentum pγT > 35 GeV. The FixedCutTight photon isolation working point

is imposed, which requires a track isolation of ptcone20 < 5% of pγT and a calorimeter

isolation of topoetcone40 < (2.45 GeV + 2.2% of pγT [GeV]).

Candidate photons and mesons are combined to reconstruct the boson candidates, where

the additional π0 or γ from the decay of the D∗ are neglected in the search for H → D∗ γ,

such that the D0 γ system is considered as the Higgs boson candidate. Good mass

resolution is achieved for the Higgs boson candidate, despite its partial reconstruction, as

shown in Section 6.2. To suppress events where the meson and the photon candidates are

collimated, combinations must satisfy |∆φ(M, γ)| > π/2 similarly to the H(Z) → Q γ

searches in Section 5.1.2. Events which meet each of these requirements are considered

candidate events for either the H(Z) → D∗(D0) γ or the Z → Ks γ searches. As these

analyses are still in development, events that have an invariant mass near the expected

Higgs and Z boson resonances are blinded. For the Z boson in the Z → D0 γ and the

Z → Ks γ searches this window is 86 GeV < mM γ < 96 GeV. For the Higgs boson in

the H → D∗ γ search this window is 116 GeV < mM γ < 126 GeV, which is not centred

around mH = 125 GeV to take into account the shift in mass caused by the missing soft

π0 or γ in the decay of the D∗.

6.2 Signal Modelling

The signal model in these searches is produced by simulating signal events, imposing

the event selection described in Section 6.1.1, and fitting the resulting distributions in

three-body mass with analytical functions to extract shapes for use in the likelihood

fit in Section 6.4. This section describes the procedure used to generate signal events

and produce the analytical shapes, including details on signal resolution and acceptance.

Systematic uncertainties on the signal shape and normalisation have not yet been taken

into account in these searches, however based on previous exclusive decays searches these

are expected to have a small effect on the expected limits.
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6.2.1 Event Generation and Simulation

Similarly to the searches for H → Q γ, signal samples for H → D∗ γ are separated ac-

cording to the production mode of the Higgs boson. Samples were produced for the ggH,

VBF, ZH, WH, and tt̄H (separated into dilep, semilep and allhad categories depend-

ing on the decays of the t-quark pair) production modes of the Higgs boson, and the bb̄H

contribution is again taken into account in the normalisation of the ggH sample. Unlike

in the searches for H → Q γ, in this search the WH mechanism samples are separated

according to the charge of the W± boson, into W+H and W−H samples. The production

of Z → D0γ and Z → Ksγ decays are modelled in the qq̄ → Z production mode; con-

tribution by the gg → Z production mode is taken into account in the normalisation of

each sample. The subsequent decays of each of the D∗, D0 and Ks mesons are included

in the generated events and the searches for each decay channel have their own set of

samples. The D∗ and D0 samples also include equal contributions from the equivalent

anti-particle decays, D̄∗ and D̄0.

The PowhegBox v2 MC event generator [199–203] was used to model the ggH and

VBF Higgs boson production mechanisms and the Z boson production, calculated up

to NLO in αs. This was interfaced with Pythia 8.244 [141, 142], which used a set of

tuned parameters called the AZNLO tune [204] to model the parton shower, hadron-

isation, and underlying event, and the CTEQ6L1 parton distribution functions [195].

The PowhegBox v2 and Pythia 8.244 combination was also used to model the three

V H production mechanisms (ZH, W+H, W−H), but with the A14 event tune [194]

for hadronisation and the underlying event, and the NNPDF2.3lo parton distribution

functions [205]. The MadGraph5 aMC@NLO 2.2.2 [206] event generator was used to

model the three tt̄H samples, using Pythia8.244 to model the parton shower with the

same event tune and parton distribution functions as the V H production mechanisms.

The generator configuration used to generate each sample is summarised in Table 6.3. In

all cases the subsequent decays of the H and Z bosons to M γ are modelled as a cas-

cade of two-body decays. The resulting simulated events are passed through the detailed

full-sim Geant4 simulation of the ATLAS detector [144, 145], and processed with the

164



same software used to reconstruct and select the data, including the use of the HDBS2

derivation. Separate samples were produced for the 2016, 2017, and 2018 run periods and

each sample is normalised according to the integrated luminosity of the corresponding

run period: 32.4 fb−1 for 2016, 44.3 fb−1 for 2017, and 58.5 fb−1 for 2018.

Table 6.3: The Monte Carlo generator configuration used to generate of the Higgs and Z boson
signal samples. In this table PDF is an abbreviation of parton distribution function.

Production Mode Generator Parton Showering Event Tune PDF
H : ggH PowhegBox v2 Pythia8.244 AZNLO CTEQ6L1
H : VBF PowhegBox v2 Pythia8.244 AZNLO CTEQ6L1
H : ZH PowhegBox v2 Pythia8.244 A14 NNPDF2.3lo
H : W+H PowhegBox v2 Pythia8.244 A14 NNPDF2.3lo
H : W−H PowhegBox v2 Pythia8.244 A14 NNPDF2.3lo
H : tt̄Hallhad Madgraph5 aMC@NLO Pythia8.244 A14 NNPDF2.3lo
H : tt̄Hsemilep Madgraph5 aMC@NLO Pythia8.244 A14 NNPDF2.3lo
H : tt̄Hdilep Madgraph5 aMC@NLO Pythia8.244 A14 NNPDF2.3lo
Z : qq̄ PowhegBox v2 Pythia8.244 AZNLO CTEQ6L1

In total 779k H → D∗γ, 100k Z → D0γ, and 499k Z → Ksγ signal events were generated

to use in these searches. The number of events generated for each production mechanism

and each run period is summarised in Table 6.4. In general the statistics prioritise years

with higher luminosity, and production mechanisms with the highest cross section for the

H boson decays.

Table 6.4: The number of events generated per production mechanism for the flavour-violating
decay samples, split by MC period.

Number of Events
Production Mode 2016 2017 2018 Total
H → D∗ γ : ggH 39k 50k 90k 179k
H → D∗ γ : VBF 40k 50k 90k 180k
H → D∗ γ : ZH,W+H,W−H 20k 20k 30k 70k
H → D∗ γ : ttHallhad,semilep,dilep 20k 20k 30k 70k
H → D∗ γ : Total 199k 220k 360k 779k
Z → D0 γ : qq̄ 20k 30k 50k 100k
Z → Ks γ : qq̄ 99k 150k 250k 499k

The Higgs and Z boson signal samples are normalised to the same production cross

section values from Refs. [30, 85, 86] that were used for the H(Z) → Q, γ analyses,

withthe exception that the WH cross section is split into separate values for W+H

and W−H. These two cross sections are also calculated at NNLO in QCD with NLO

electroweak corrections [214, 215]. The details of the production cross sections assumed
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in this analysis are summarised in Table 6.5. The branching ratios for the t-quark decays

from the Review of Particle Physics [26] are used here as well, summarised in Table 5.8

in Section 5.2.

Table 6.5: The various cross sections used in sample normalisation. The uncertainty quoted for
each H production mode is a sum in quadrature of the different sources of uncertainty, where
the average value is taken for a given source of uncertainty if the positive and negative values
differ. The total H cross section uncertainty is taken from the sum of the total uncertainties of
each production mode, weighted according to its cross section. Values are from Refs. [30, 85,
86].

Order of Calculation
Production Mode Cross Section [pb] Uncertainty [%] QCD EW
H : ggH 48.61 6.26% N3LO NLO
H : VBF 3.766 2.13% NNLO NLO
H : ZH 0.880 3.50% NNLO NLO
H : W+H 0.831 1.94% NNLO NLO
H : W−H 0.527 2.12% NNLO NLO
H : ttH 0.5065 9.32% NLO NLO
H : bbH 0.4863 22.0% NNLO+NLO –
H : Total 55.6068 6.00% – –
Z : Inclusive 58858.0 2.9% Data Measurement

The signal samples are produced assuming no polarisation of the boson decay products,

which is true for the Z → D0 γ and Z → Ks γ, following the method in Ref. [217].

However the decay products in H → D∗ γ are polarised. The effect of this polarisation

on the kinematic distributions of the decay products in each event is taken into account by

reweighting the events as 3
2
(1− cos2 θ′). Further scale factors are applied on an event-by-

event basis to account for differences between data and simulation in the trigger efficiency,

photon and track reconstruction, and to account for pile-up. Pile-up was modelled by

overlaying each event with inelastic pp events generated with Pythia8.186, using the

A3 tune and NNPDF2.3lo parton distribution functions [219].

6.2.2 Signal Acceptance and Efficiency

Figure 6.3 shows the generator-level pT distributions of the two tracks and the photon in

each of the Higgs and Z boson signal decays, before and after implementing the full event

selection of the analysis in Section 6.1.1. This illustrates the smaller pT phase space of

the Z decays compared to the H decay, which leads to a smaller acceptance for the Z
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boson decay channels. The total signal efficiency for H → D∗ γ is approximately 9%, for

Z → D0 γ is 4%, and for Z → Ks γ is 0.3%. The particularly small acceptance for the

Ks decay channel is because many of the Ks mesons do not decay inside the beampipe

due to their large lifetimes.

Similarly to the Z → Q γ decays, the large natural width of the Z boson leads to a

turn-on curve in efficiency of the Z → (D0, Ks) γ signals versus Z boson mass. This is

shown in Figure 6.4. This efficiency is modelled as an error function, which has a width

parameter to model the slope of the turn-on curve and a mean parameter to model the

central location in mass for the turn-on curve.

6.2.3 Signal Shape and Resolution

The mKπγ and mπ+π−γ distributions are modelled using fits to the simulated events,

shown in Figure 6.5. The resolution of the Higgs boson mass in H → D∗ γ is 2.2%

despite its partial reconstruction, which shifts the mean from 125 GeV to 121 GeV. The

shape of the Higgs boson signal is modelled with the sum of two Gaussian distributions,

ech of which have a σ parameter to describe the width and a µ parameter to describe the

central mass value. An f parameter is used to describe the relative contribution between

the broader and narrower Gaussian distributions. The resolution of the Z boson mass

is 2.0% for Z → D0 γ and 2.4% for Z → Ks γ. The shapes of the Z boson signals are

modelled with a Voigtian distribution multiplied by an efficiency factor, shown by the red

error functions in Figure 5.4, to take into account the turn-on in signal efficiency with

Z boson mass. As for the Higgs boson decay, the Gaussian components of the Voigtian

functions also have σ and µ parameters. The width of the Breit-Wigner components of

the Voigtian functions are fixed to the natural width of the Z boson and the mean is set

to be the same as for the Gaussian component.

6.3 Background Modelling

The main sources of background in the H → D∗ γ and Z → D0 γ searches form a

non-resonant contribution to the three-body mass distribution, mKπγ, and come from
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Figure 6.3: Generator-level transverse momentum (pT) distributions of the photon and of the
tracks, ordered in pT, for (a) H → D∗0 γ, (b) Z → D0 γ, and (c) Z → Ks γ simulated signal
events. The leading track candidate is labelled ptrk1

T (black), the subleading candidate ptrk2
T

(blue), and the photon candidate pγT (green). For Z → Ks γ the tracks are both pions and
are labelled pπ1

T and pπ2
T . The ‘before selecton’ distributions, denoted with dashed lines and

clear fills, show the events at generator level which fall within the analysis geometric acceptance
(both tracks are required to have |η µ| < 2.5, while the photon is required to have |ηγ | < 2.37,
excluding the region 1.37 < |ηγ | < 1.52), and are each normalised to unity. The ‘after selection’
distributions, denoted with solid lines and hatched fills, show the fraction of these events which
pass the full analysis event selection described in Section 6.1.1. The relative difference between
the two sets of distributions corresponds to the effects of reconstruction, identification, trigger,
isolation, and event selection efficiencies including the kinematic requirements.
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Figure 6.4: The Z boson mass-dependent efficiency function derived from the simulated Z →
D0γ and Z → Ksγ signals.

events involving inclusive multijet or photon + jet production, where a D0 → K−π+ (or

D̄0 → K+π−) candidate is reconstructed from the combination of two tracks associated

with a jet: this can be a genuine D0 state or a non-resonant di-track combination whose

mass falls within the D0 window. The photon candidate may be genuine, as in the γ +

jet production, or a jet misidentified as a single photon, as in the multi-jet production.

Isolation and vertex requirements help suppress these backgrounds, but as the produc-

tion cross sections of the underlying mechanisms are very large, the contribution to the

background remains significant. The sources of background in the search for Z → Ks γ

are very similar, except a Ks → π+π− candidate is reconstructed from the combination

of two tracks associated with a jet.

The shape of each background is modelled inclusively using a non-parametric data-driven

sampling approach discussed in Ref. [229] and used in several previous exclusive decay

searches [90–94]; this is done as the complicated nature of the processes involved in the

background are difficult to model accurately with simulation or through direct fits of

parametric models. The model procedure is analagous to the inclusive model three-body

mass distribution for the Q γ searches described in Section 5.4. In this analysis the
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Figure 6.5: The mKπγ and mπ+π−γ distribution models for the Higgs and Z bosons in the
decays H → D∗γ, Z → D0γ and Z → Ksγ respectively.
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background model is shared by the H → D∗ γ and Z → D0 γ searches as both require

the selection of a D0 candidate and a high energy photon candidate to reconstruct the

boson candidate. The normalisation of each background is extracted directly from the

data.

6.3.1 Generation and Validation Region Selection Criteria

The generation of the non-parametric data-driven background model relies on the defin-

ition of a more relaxed event selection compared to the signal region (SR) requirements

defined in Section 6.1.2, with the same motivations as for the Q γ inclusive background

model. The generation region (GR) selection applies the SR selection defined in Sec-

tion 6.1.1 but with three changes to loosen the selection. The first is that the threshold

on the transverse momentum of the meson candidate is reduced to pMT > 25 GeV. The

second is that the meson candidate isolation requirement is removed entirely. The third is

that the photon isolation requirements are loosened to a threshold of ptcone20 < 20% of

pγT for the track isolation, and a threshold of topoetcone40< 2.45 GeV+40% of pγT [GeV]

for the calorimeter isolation.

Further validation regions (VRs) are defined to assess model performance when each of

the three tighter SR requirements are applied to the generated model in turn. VR1 is

defined as the GR selection with the variable pMT threshold from the SR, VR2 is defined

as the GR selection with the tight meson isolation requirements from the SR, and VR3

is defined as the GR selection with the tight photon isolation requirements from the SR.

Each of the selection regions is summarised in Table 6.6.

6.3.2 Non-Parametric Data-Driven Method

The application of the GR selection criteria yields approximately 15.8k events for use in

the model generation for the H → D∗ γ and Z → Ks γ searches, and approximately 2.7k

events for use in the search for Z → Ks γ. As in the Q γ searches, PDFs are constructed

from the data to describe the kinematics of the meson and photon candidates, the relevant

isolation variables, and the important correlations between each variable. These PDFs
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Table 6.6: A summary of the selection regions used in the analysis for the generation of the
inclusive background model. The term ‘Full’ indicates the corresponding requirement applied in
the SR, and discussed in Section 6.1.2. The Relaxed photon isolation requires ptcone20 < 20%
of pγT, and topoetcone40 < (2.45 GeV + 40% of pγT [GeV]). Values in brackets denote the pMT
threshold used in the Ks search, otherwise they are selections used in the D∗ and D0 searches.

Region pMT Photon Isolation M Isolation
Generation Region (GR) > 25 GeV Relaxed None
Validation Region 1 (VR1) > 39(38) GeV Relaxed None
Validation Region 2 (VR2) > 25 GeV Relaxed Full
Validation Region 3 (VR3) > 25 GeV Full None
Signal Region (SR) > 39(38) GeV Full Full

are sampled using the ancestral sampling techniques shown in Figure 6.6 for the D0 and

Ks searches to generate pseudocandidate events. Currently the sampling schemes for

each background model are the same, and use the same scheme as for the H(Z) → ργ

searches [93] as a starting point. The sampling scheme is as follows, whereM collectively

refers to the meson candidates D0 and Ks:

1. Each of theM candidate four-momentum variables, mM, φM, ηM, pMT , are sampled

from independent one-dimensional (1D) PDFs, and values for the photon calori-

meter isolation (γ calo-iso) and the separation in pseudorapidity between theM and

photon candidates, ∆η(M, γ), are simultaneously sampled from a two-dimensional

(2D) PDF.

2. A value of the separation in φ between the M and photon candidates, ∆φ(M, γ),

is sampled from a 2D PDF using the previously sampled value of ∆η(M, γ) as an

input, a value of the photon track isolation (γ track-iso) is sampled from a 2D PDF

using the generated γ calo-iso variable as an input, and a value of pγT is sampled

from a 2D PDF using the generated pMT as an input.

3. The φγ and ηγ variables are calculated from φM, φM, ∆φ(M, γ) and ∆η(M, γ),

and the M di-track isolation variable (M track-iso) is sampled from a 2D PDF

using pγT as an input.

The specific sampling schemes used for each background model are currently being op-

timised, however the correlations between variables in data and in the pseudocandidate
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Figure 6.6: Sampling scheme used in the non-parametric data-driven model (a) for H → D∗ γ
and Z → D0 γ, and (b) for Z → Ks γ. The labels 1D and 2D refer to the dimensionality of the
PDFs used to draw the adjacent variables. When two variables share a border this means that
the values are sampled simultaneously from a combined PDF. Arrows leading into variables in
Stages 2 and 3 mean that the variable is drawn from a PDF described in bins of the input
variable. Vertices labelled Sum mean that the output variable, denoted by the arrow leading
out of the vertex, is calculated as a sum of the input variables, denoted by the lines leading in
to the vertex.
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events in Figure 6.7 in general match quite well due to the robustness of the ρ γ model

procedure. Large samples of 1M pseudocandidate events each were generated for the D0

and Ks background models, and the three-body mass distributions were reconstrructed

from the pseudo meson- and photon-candidate four-momenta. The resulting mKπγ and

mπ+π−γ distributions in the GR are shown in Figure 6.8 which show a good match between

data and the model as expected. Similarly the resulting three-body mass distributions

in each of the VRs are shown in Figure 6.9 where in general there is good agreement

between data and prediction.
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Figure 6.7: Linear correlations between variables used in the background modelling for (a) the
D0 analyses and (b) the Ks analysis. The distribution for the data is in the left panel and for the
pseudocandidate events is in the right panel. These correlations are indicative of strength of the
correlation between variables. It should be noted that ‘Higgs M’ refers to the three-body mass
used to reconstruct the boson candidates. Bins are left unlabelled if the correlation between
the two variables is smaller than 1%.

The model PDFs used in the maximum-likelihood fits to the data in the signal region are
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(b) Ks γ GR

Figure 6.8: The three-body mass distribution in the GR of (a) mKπγ for the H → D∗ γ and
Z → D0 γ searches, and of (b) mπ+π−γ for the Z → Ks γ search. The background model is
normalised to the total number of observed events in the region shown, and the model shapes
are set to the nominal template.

shown in Figure 6.10, obtained from applying the SR requirements to the pseudocandidate

events and smoothing the resulting distributions with KDE. The smoothing successfully

retains the shape of the background distribution whilst reducing the effects of statistical

fluctuations.

6.3.3 Systematic Uncertainties

Three approximately orthogonal shape variations are derived to allow the background

model to adapt to the data in the SR. The shape variations are currently generated us-

ing approaches identical to the variations defined for the Q γ inclusive background in

Section 5.4.4, and are called the pγT-shift, ∆φ(M, γ)-distortion, and mass-tilt vari-

ations. The ∆φ(M, γ)-distortion variation is analogous to the ∆φ(Q, γ)-distortion

variation in the Q γ searches. The effect of each shape variation is demonstrated in

Figure 6.11. Each variation is implemented through the use of a shape morphing tech-

nique [230] and has a corresponding nuisance parameter in the maximum-likelihood fit

to the signal region which is constrained by the data.

175



100

200

300

400

500

600

700

E
v
e

n
ts

 /
 5

 G
e

V

­1
 =  13 TeV, 135.2 fbsData 

Background Model

Model Shape Uncertainty 

Region: VR1 (Blinded)

 Analysisγ)
0

(D*/D

Pre­Fit

50 100 150 200 250 300

γπKm

0.5

1.0

1.5

D
a

ta
/M

o
d

e
l 
  

 

(a) D0 γ VR1

100

200

300

400

500

E
v
e

n
ts

 /
 5

 G
e

V

­1
 =  13 TeV, 135.2 fbsData 

Background Model

Model Shape Uncertainty 

Region: VR2 (Blinded)

 Analysisγ)
0

(D*/D

Pre­Fit

50 100 150 200 250 300

γπKm

0.5

1.0

1.5

D
a

ta
/M

o
d

e
l 
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(d) Ks γ VR1
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(f) Ks γ VR3

Figure 6.9: Validation of the background model in (a) VR1, (b) VR2, and (c) VR3, for the
H → D∗ γ and Z → D0 γ searches, and in (d) VR1, (e) VR2, and (f) VR3, for the Z → Ks γ
search. The background model is normalised to the total number of observed events in the
region shown, and the model shapes are set to the nominal template.
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Figure 6.10: The smoothed three-body mass background KDE templates used in the likelihood
fit to data in the signal region in the range 50 < mµ+µ−γ < 300 GeV.
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(b) Ks γ SR

Figure 6.11: Illustration of the effect of each of the three systematic shape variations on the
three-body mass distribution of the background (a) in the H → D∗ γ and Z → D0 γ searches,
and (b) in the Z → Ks γ search. The background model is normalised to the total number of
observed events in the region shown, and the model shape is set to the nominal template.

6.4 Statistical Procedure and Results

One-dimensional unbinned maximum-likelihood fits to the blinded data in the signal

region are used to extract expected upper limits on the branching fractions of the three

decay channels. For H → D∗ γ and Z → D0 γ this is to the mKπγ three-body mass

distribution for events with mKπγ < 300 GeV, and for Z → Ks γ this is to the mπ+π−γ

distribution for events with mπ+π−γ < 300 GeV. This section describes the likelihood

functions and methods used to extract the expected 95% CL upper limits.

6.4.1 Construction of the Likelihood Function

A likelihood function L is constructed for each of the D0 γ and Ks γ analyses using the

signal and background models described in Sections 6.2 and 6.3. The likelihood for the

D0 γ analysis, which includes the H → D∗ γ and Z → D0 γ searches, is described by
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L(~µ, b, ~θ) = P(n|
2∑
i=1

µi · si + b)×
n∏
k=1

(
2∑
i=1

F si (~µ, b)Si(mk
Kπγ) + F b(~µ, b)R(mk

Kπγ|~θ)

)

×
∏
l

G(θl|0, 1).

The symbol P represents the Poisson distribution to observe n events given the total

signal and background, for which there are two distinct signal contributions and one

background contribution. The signals are counted by the index i and represent each of

the signals, H → D∗ γ and Z → D0 γ. The normalisation of the background is denoted

by b which is unconstrained and determined directly from the fit to the data. The symbol

si represents the expected signal yield for signal i for which there are currently no signal

normalisation systematics. The expected signal yields are multiplied by the relative signal

strength parameters ~µ = {µi} for each of the Higgs and Z boson signals, where µi = 1

corresponds to an unmodified yield. These are the parameters of interest in these searches

and are used to determine the expected 95% CL upper limits on the branching fractions

of each decay. The likelihood of observing each individual event, represented by the index

k, at its specific location is described by the remainder of the equation, and is related

to the PDFs of each signal and background contribution. The symbol F si denotes the

fraction of signal i in the total signal and background, and the symbol F b denotes the

fraction of the background in the total signal and background. The shape of the signal i

in mKπγ is given by the one-dimensional PDF Si. Similarly the shape of the background

component is given by the one-dimensional PDF R. The nuisance parameters ~θ represent

the systematic variations of the background shapes in mKπγ, as discussed in Section 6.3.3.

These parameters, counted by index l, are constrained by standard Gaussian terms G

where the mean and width parameters are set to the parameters of the standard normal

distribution at 0 and 1, respectively. This is with the exception of the nuisance parameter

for the mass-tilt shape variation which is not constrained.

The likelihood for the Ks γ analysis is defined similarly, except there is only one signal
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contribution, removing the need to sum over i, and the discriminant variable is instead

mπ+π−γ. Using analogous symbolism as for the D0 γ likelihood function, the likelihood

for the Ks γ analysis is described by

L(µ, b, ~θ) = P(n|µ · s+ b)×
n∏
k=1

(
F s(µ, b)S(mk

π+π−γ) + F b(µ, b)R(mk
π+π−γ|~θ)

)
×
∏
l

G(θl|0, 1).

The above functions are fit to the blinded data in the signal region to extract the expected

95% CL upper limits to evaluate the sensitivity of the searches to potential signals. The

statistical approach used is the same as for the Q γ searches in Section 5.5.1, including

the use of the CLs modified frequentist formalism [231] with the profile-likelihood-ratio

test statistic and the asymptotic approximations derived in Ref. [232]. The statistics-only

and background-only hypotheses are defined similarly.

6.4.2 Expected Sensitivity

In total, across the entire three-body mass ranges in each search, 2774 events are observed

in the signal region of the H → D∗ γ and Z → D0 γ analysis and 384 events are observed

in the signal region of the Z → Ks γ analysis. Expected 95% CL upper limits on the

branching fractions and their uncertainties are calculated based on the construction of

Asimov datasets [232] and fitting these with the likelihood functions L. The Asimov

datasets are constructed by fitting the blinded datasets in the signal region under the

background-only hypothesis. Table 6.7 compares the expected limits obtained when

accounting for the background model shape systematic uncertainties in the maximum-

likelihood fit to the limits obtained under the statistics-only hypothesis. For H → D∗ γ

the systematic uncertainties result in a 2.0% increase of the expected 95% CL upper

limit compared to the statistics-only case. For the Z boson decays the shape systematics

have a larger effect on the sensitivity as the signals lie on the peak of the kinematic

background. The increase in the expected limit compared to the statistics-only case is
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15.1% for Z → D0 γ and 6.7% for Z → Ks γ. The systematic uncertainties do not yet

account for systematic variations in the shape or normalisation of the signal models,

but based on previous exclusive searches these are expected to have a small effect. The

expected branching fractions are of similar order to the previous results presented in

Table 2.4 and Figure 2.8 in Section 2.3.

Table 6.7: Blinded post-fit expected branching fraction limit at 95% CLs for each of the H →
D∗ γ, Z → D0 γ and Z → Ks γ decays. The limits are estimated both without the inclusion of
systematic uncertainties and with the complete background shape systematic uncertainties.

Expected ±1σ ±2σ
H → D∗ γ [10−3]

No Systematics 1.29 1.82/0.93 2.48/0.69
Background Shape 1.32 1.86/0.95 2.57/0.71

Z → D0 γ [10−6]
No Systematics 2.62 3.69/1.89 5.04/1.41
Background Shape 3.02 4.26/2.17 5.88/1.62

Z → Ks γ [10−6]
No Systematics 2.49 3.56/1.79 5.00/1.34
Background Shape 2.66 3.81/1.91 5.40/1.43
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7 Conclusion

Since the discovery of the Higgs boson in 2012, the ATLAS experiment has continued to

test the limits of the Standard Model and the search for new physics. So far, measure-

ments of the properties of the observed Higgs boson are consistent with predictions by

the SM, but much remains to be understood about this particle such as its couplings to

quarks. One method to probe the Higgs boson couplings to quarks is through the study

of its exclusive decays into a meson state and a photon. Analogous Z boson decays into

a meson and a photon offer complementary search channels to aid in the development of

analysis techniques but also are useful in tests of the QCD factorisation approach.

In this thesis, a performance study investigating the inner detector track reconstruction

efficiency in dense environments was discussed, where the separation between tracks is

of the order of the granularity of the inner detector. These environments are becoming

increasingly important at the centre-of-mass energy of the LHC, and are used in a vari-

ety of new physics searches, precision SM measurements and performance studies. The

exclusive decays of the Higgs and Z bosons for example often form dense environments.

The study presented here investigates the feasiblity of a data-driven approach to measure

the ID efficiency using the tag-and-probe method with boosted resonances. The Run 2

dataset had too few statistics to be sensitive to the expected drop in efficiency, based on

simulation, but a promising background method was developed and the study remains

an interesting prospect for the high luminosity LHC.

The latest searches for the exclusive decays of the Higgs and Z bosons to a vector

quarkonium state and a photon were presented in this thesis, which use the full 139 fb−1

ATLAS Run 2 dataset collected at
√
s = 13 TeV. The observed data are compatible

with expected backgrounds and 95% CL upper limits are set on the branching frac-

tions of each decay channel. For the charmonium decay channels of the Higgs boson,

H → J/ψ γ and H → ψ(2S) γ, these limits are 2.0 × 10−4 and 10.5 × 10−4. For the

corresponding decay channels of the Z boson, Z → J/ψ γ and Z → ψ(2S) γ, these are

1.2 × 10−6 and 2.4 × 10−6. In the bottomonium sector, the upper limits on the Higgs
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boson decays H → Υ(1S, 2S, 3S) γ are (2.5, 4.2, 3.4)× 10−4, and for the Z boson decays

Z → Υ(1S, 2S, 3S) γ are (1.1, 1.3, 2.4)× 10−6. These upper limits represent an improve-

ment by a factor of approximately two over the previous ATLAS result, which used a

partial Run 2 dataset of 36.1 fb−1 collected at
√
s = 13 TeV.

The current progress of the searches for the three flavour-violating decays H → D∗0γ,

Z → D0γ, and Z → K0
Sγ, was also discussed. These use 135.2 fb−1 of ATLAS data

collected at
√
s = 13 TeV between 2016–2018. The analysis is blinded as it is in the

process of being optimised, but expected 95% CL upper limits are set on the branching

fractions of each decay channel to evaluate the sensitivity of the analyses to potential

signals. For H → D∗ γ the expected 95% CL upper limit is 13.2+5.4
−3.7 × 10−4, and for

Z → D0 γ the expected limit is 3.0+1.2
−0.8 × 10−6. For Z → Ks γ the expected limit is

2.7+1.2
−0.7 × 10−6. These expected limits are similar to the sensitivity of previous exclusive

decays searches, and when the analysis is unblinded will represent the first limits on these

decay channels. The next steps of the analyses are to optimise the background models

and to evaluate systematic uncertainties in the signal shape and normalisation, which are

expected to have a small effect.
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