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Abstract

The search for rare exclusive hadronic decays of the W boson in the W± → π±γ,

W± → K±γ and W± → ρ±γ final states is presented. This search was performed using

up to 140 fb−1 of proton collision data collected by the ATLAS experiment at a center-

of-mass energy of
√

s = 13 TeV. These decays can serve as clean probes of the QCD

factorisation formalism and, in the future, could offer a new way to perform the W boson

mass measurement, through fully reconstructed final states. Upper limits at 95% CL are

set on the branching fractions of the decays: B(W± → π±γ) < 1.9× 10−6, B(W± →

K±γ) < 1.7× 10−6 and B(W± → ρ±γ) < 5.4× 10−6. These results correspond to the

first experimental constraints on B(W± → K±γ) and B(W± → ρ±γ), and the most

stringent upper limit to date on B(W± → π±γ). This analysis was enabled by the use

of dedicated triggers and of a novel, data-driven non-parametric background modelling

technique. Detailed characterisation and validation studies of this novel background

modelling method are also presented.
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second implementation of the background modelling technique, which uses conditional

adversarial networks. While I partook in the discussions during its development as a

member of the team, I did not directly work in its setup, optimisation and validation,

but it is presented here briefly for completeness.
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Que as coisas sejam realmente o que parecem ser

It’s stranger than every strangeness

And the dreams of all the poets

And the thoughts of all the philosophers,

That things are really what they seem to be

Alberto Caeiro

ix



Contents

1 Introduction 1
1.1 Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Electroweak theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 The Brout-Englert-Higgs mechanism . . . . . . . . . . . . . . . . . 5
1.1.3 Quantum Chromodynamics . . . . . . . . . . . . . . . . . . . . . . 7

1.2 W boson physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 W boson production in pp collisions . . . . . . . . . . . . . . . . . 10
1.2.2 Exclusive hadronic decays of the W boson . . . . . . . . . . . . . . 15
1.2.3 W boson mass measurement . . . . . . . . . . . . . . . . . . . . . . 18

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 The ATLAS experiment at the LHC 23
2.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 A Toroidal LHC Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2 LAr Electromagnetic Calorimeter . . . . . . . . . . . . . . . . . . . 31
2.2.3 Hadronic Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.4 Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.5 Trigger system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3 Physics objects reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2 Photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.3 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.4 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.5 Hadronic taus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 Measurement of track reconstruction efficiency in dense enviroments 48
3.1 Flost methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Data sample and selection requirements . . . . . . . . . . . . . . . . . . . 55
3.3 Improvements to Flost method . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 Non parametric data-driven background modelling 70
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Ancestral sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.1 Overview of the method . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Application to case study . . . . . . . . . . . . . . . . . . . . . . . 75

x



4.2.2.1 Search for H → φ(K+K−)γ . . . . . . . . . . . . . . . . . 75
4.2.2.2 Model construction . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2.3 Signal injection tests . . . . . . . . . . . . . . . . . . . . . 81
4.2.2.4 Systematic uncertainties . . . . . . . . . . . . . . . . . . . 83
4.2.2.5 Implementation in statistical analysis . . . . . . . . . . . 85

4.2.3 Ensemble tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 Conditional generative adversarial networks . . . . . . . . . . . . . . . . 93

4.3.1 Case study: search for H → Za→ µµ + jet . . . . . . . . . . . . . 96
4.3.2 Application to case study . . . . . . . . . . . . . . . . . . . . . . . 96

5 Search for exclusive hadronic decays of the W boson 100
5.1 Data and Monte Carlo simulation samples . . . . . . . . . . . . . . . . . . 101

5.1.1 Data samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1.2 Signal Monte Carlo samples . . . . . . . . . . . . . . . . . . . . . . 102

5.1.2.1 Polarisation reweighting . . . . . . . . . . . . . . . . . . 103
5.1.3 Z → e−e+ MC sample . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.2 Trigger strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.3 Pre-selection requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4 Z → e−e+ background suppression . . . . . . . . . . . . . . . . . . . . . . 115
5.5 Signal and validation regions . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.6 W± → π±γ and W± → K±γ efficiency difference . . . . . . . . . . . . . 126
5.7 W± → ρ±γ events in track-photon SR . . . . . . . . . . . . . . . . . . . . 126
5.8 Background modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.8.1 Multijet background . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.8.2 Z → e−e+ background . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.9 Background systematic uncertainties . . . . . . . . . . . . . . . . . . . . . 141
5.10 Signal modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.11 Signal systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 148
5.12 Statistical analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . 155

5.12.1 Fit validation studies with pre-fit background Asimov dataset . . 160
5.12.2 Expected sensitivity with post-sideband fit Asimov dataset . . . . 162
5.12.3 Fit to full dataset and observed upper limits . . . . . . . . . . . . 168

6 Conclusion 174

A Cluster dE/dx fit results 191

B KDE smoothing of single-track templates 208

C Data-model comparisons in SR 212

D Control plots for track-photon final state 214

E Fit Range Studies 223

F Signal Injection Tests 232
F.1 Fit in track-photon final state . . . . . . . . . . . . . . . . . . . . . . . . . 232
F.2 Combined Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

xi



List of Tables

1.1 Summary of experimental measurements of the decay modes of the W
boson [29, 30]. l indicates each type of lepton, not sum over them. X
means any particle produced in association with c. . . . . . . . . . . . . . 15

1.2 Predicted branching fractions for various W → Mγ decays [28]. . . . . . 17

4.1 Definition of the regions considered in the background modelling. . . . . 77
4.2 The definition of the generation templates used in the sampling sequence. 78
4.3 Post-fit parameter values and corresponding uncertainties. . . . . . . . . 86
4.4 Effect of the background modelling systematic variations on the signal

strength. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Definition of the regions employed in the background modelling for each

synthetic background dataset. . . . . . . . . . . . . . . . . . . . . . . . . 89

5.1 Number of generated events for each simulated decay process. . . . . . . 103
5.2 Summary of the dedicated track-photon triggers used in the track-photon

final state analysis. The respective integrated luminosities are provided. 111
5.3 Triggers employed in the tau-photon final state analysis. The periods of

operation and their respective integrated luminosities are given. . . . . . 112
5.4 Summary of the track-photon pre-selection requirements. . . . . . . . . . 114
5.5 Cut-flow of track-photon pre-selection for data, W± → π±γ and W± →

K±γ signal. A ”good photon” is a photon with a pT > 25 GeV, passing
the |η| selection and ”Tight” identification requirement; A ”good track” is
a ”Tight” track with pT > 30 GeV and |η| < 2.5. The signal contributions
are scaled according to the SM branching fractions, listed in Table 1.2. . . 114

5.6 Summary of the tau-photon pre-selection requirements. . . . . . . . . . . 116
5.7 Summary of SR requirements applied in the track-photon final state

analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.8 Summary of SR requirements applied in the tau-photon final state analysis.124
5.9 Cut-flow comparison between W± → π±γ and W± → K±γ. The

efficiency difference is relative to W± → π±γ. . . . . . . . . . . . . . . . 127
5.10 Summary of the W± → ρ±γ signal overlap studies in the track-photon

and tau-photon final state SRs. mγT stands for the dedicated meson-
photon trigger and DPT stands for di-photon trigger. . . . . . . . . . . . 129

5.11 Summary of the data overlap studies between events passing the track-
photon and tau-photon selections. mγT stands for the dedicated meson-
photon trigger and DPT stands for di-photon trigger. . . . . . . . . . . . 130

xii



5.12 Cut-flow for signal and background in the track-photon final state analysis.
Yields are shown for the inclusive mass range and for signal mass window
of interest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.13 Cut-flow for signal and background in the tau-photon final state analysis.
Yields are shown for the inclusive mass range and for a mass range
around the signal mass window. . . . . . . . . . . . . . . . . . . . . . . . 138

5.14 Signal model parameter values obtained from fit to W± → π±γ MC W
boson invariant mass distribution. . . . . . . . . . . . . . . . . . . . . . . 144

5.15 Total estimated systematic uncertainties associated with the EG and
photon scale and resolution on the W± → π±γ signal distribution. . . . 152

5.16 Number of signal events after correcting for the ET(tau)/pT(track) data-
MC discrepancies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

5.17 Signal systematic uncertainties in the track-photon final state, taken into
account in the fit to data. These are calculated in terms of the expected
signal yield. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

5.18 Signal systematic uncertainties in the tau-photon final state, taken into
account in the fit to data. These are calculated in terms of the expected
signal yield. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

5.19 Pre-fit number of expected events in both SRs. . . . . . . . . . . . . . . . 159
5.20 Values of the fit parameters after fit to pre-fit background Asimov dataset,

for each independent final state fit configuration and for the simultaneous
fit. Due to the large number of parameters associated with the signal
systematics, these were omitted from the table, as explained in the text. . 162

5.21 Expected branching fraction upper limits at 95% CL obtained using the
pre-fit background Asimov dataset for each final state independently and
for the combination. The limits were calculated including different sets
of systematics. The resulting 1σ and 2σ bands are also provided. . . . . . 165

5.22 Post-sideband fit value of the track-photon and tau-photon background
nuisance parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

5.23 Values of the fit parameters after fit to Asimov dataset created after a
background-only fit to data sidebands, for each independent final state
fit configuration and for the simultaneous fit. Due to the large number
of parameters associated with the signal systematics, these were omitted
from the table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

5.24 Expected branching fraction upper limits at 95% CL obtained using the
post-sideband fit background Asimov dataset for the combined track-
photon and tau-photon fit. The limits were calculated including different
sets of systematics. The resulting 1σ and 2σ bands are also provided. . . 169

5.25 Expected branching fraction upper limits at 95% CL obtained by using the
pre-sideband fit background Asimov dataset (“Pre-fit”) and the Asimov
dataset built using the results of the sideband fit (“Post-fit”). . . . . . . . 169

5.26 Post-fit values of the parameters after signal-plus-background fit to full
dataset, for each independent final state fit configuration and for the
simultaneous fit. Due to the large number of parameters associated with
the signal systematics, these were omitted from the table. . . . . . . . . . 171

5.27 Post-fit number of events. . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

xiii



5.28 Observed upper limits, compared to the expected upper limits estimated
using the post sideband fit Asimov. . . . . . . . . . . . . . . . . . . . . . . 173

E.1 Values of the fit parameters after fit to Asimov built from the pre-fit
expected backgrounds. The signal components are scaled to a B = 1× 10−6.227

E.2 Expected branching fraction upper limits at 95% CL, estimated using the
pre-sideband fit Asimov dataset . Upper limits are estimated including
different sets of uncertainties. . . . . . . . . . . . . . . . . . . . . . . . . . 228

E.3 Expected branching fraction upper limits at 95% CLs for W± → π±γ,
W± → K±γ, W± → ρ±γ signal considering one process at a time (the
other signal is fixed at zero). These limits were obtained using the pre-
sideband fit Asimov dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 228

E.4 Values of the fit parameters after fit to sideband data. . . . . . . . . . . . 230
E.5 Expected branching fraction upper limits at 95% CL, with corresponding

1σ intervals, for different ranges considered. The limits are derived using
Asimov datasets built from the expected backgrounds before and after
the fit to sideband data (i.e. with the pre-fit and post-fit values of the
background normalisations and background shape parameters). . . . . . 231

F.1 Fitted values of µ(W± → π±γ) for different amounts of injected signal
in the track-photon SR. In this case, µ(W± → π±γ) = 1 corresponds to a
branching fraction of 1× 10−6. . . . . . . . . . . . . . . . . . . . . . . . . 232

xiv



List of Figures

1.1 Summary of the particles of the SM and their mass, charge and spin [9]. 3
1.2 Shape of the Higgs potential [17]. . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Leading order Feynman diagram for the partonic subprocesses ud̄→W+
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Chapter 1

Introduction

This chapter introduces theoretical aspects which are relevant to the main topic of this

thesis, the search for exclusive hadronic decays of the W boson. These decays have been

proposed as novel clean probes of calculation techniques involving non-perturbative

effects of the strong interaction. They could also offer a new way to measure the W

boson mass through fully reconstructed decays. These motivations are discussed further

in the following, and the experimental status of the searches is summarised.

1.1 Standard Model

The Standard Model (SM) is the theory that describes all known elementary particles and

their interactions. Arguably, it is the most successful physics model built so far, having

been extensively tested through experimental measurements, which have verified

multiple SM predictions with large precision. The particles of the SM, summarised

in Fig. 1.1, are divided into two categories: fermions, particles with half-integer spin,

which are further grouped into quarks and leptons; and bosons, which are the spin-1

gauge bosons (W±, Z, γ, g) and the Higgs boson, which has spin zero. Gauge bosons

are mediators of three fundamental forces: the W± and Z bosons mediate the weak

force, the photon (γ) mediates the electromagnetic force, and the gluon (g) mediates

the strong force. Quarks interact through all these three forces. Neutral leptons -

neutrinos - interact only through the weak force, while charged leptons also participate

in electromagnetic interactions. There are three generations of leptons, each comprising
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a charged lepton - electron (e), muon (µ) and tau (τ), in order of increasing mass - and a

corresponding neutrino (νe, νµ and ντ). Quarks are also divided into three generations,

each with a quark with electric charge +2/3 (up-type quark), and another with charge

-1/3 (down-type quark). Each fermion has also a counterpart anti-fermion of the same

mass and opposite charge. Mathematically, the SM is a quantum field theory which

features the local gauge symmetry group SU(3)c×SU(2)L×U(1)Y. It can be divided

into the electroweak sector, which describes the weak and electromagnetic interactions

and quantum chromodynamics (QCD) which describes strong interactions. In order

to respect local gauge invariance under SU(3)c×SU(2)L×U(1)Y, the gauge bosons of

the SM must be massless. However, while gluons and photons are indeed massless,

the same is not true of W± and Z bosons. The Brout-Englert-Higgs mechanism, first

hypothesised in 1964 [5, 6], allows the generation of masses for the W± and Z bosons,

via spontaneous electroweak symmetry breaking. The fundamental prediction of this

theory was the existence of a scalar boson, the Higgs boson, which was discovered

decades later, by the ATLAS and CMS experiments, at the Large Hadron Collider (LHC),

in 2012 [7, 8]. The Higgs boson was the final missing piece of the SM, and its discovery

marked a major milestone for particle physics and a great success for the LHC.

1.1.1 Electroweak theory

The electroweak model (also referred to as the Glashow, Weinberg and Salam model) [10–

12] unifies the theory of electromagnetic interactions, quantum electrodynamics (QED),

and the theory of weak interactions into one common mathematical framework, based

on the SU(2)L×U(1)Y local gauge symmetry group.

The theory of weak interactions is based on local gauge invariance under SU(2)L.

There are three gauge fields introduced by this symmetry group, W i
µ = (W1

µ, W2
µ, W3

µ).

The subscript L denotes the chiral nature of the weak theory: lepton and quark fields

are described by their chiral components, and only the left-handed components couple

to the W i
µ gauge bosons1. Left-handed fermions are grouped in weak isospin doublets,

with an isospin of 1/2. Right-handed fermions are instead singlets, with 0 weak isospin.

1Chirality is associated with the operators PL = 1−γ5
2 and PR = 1+γ5

2 . Left and right-handed chiral
states are the eigenstates of the PL and PR operators, respectively.
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Figure 1.1: Summary of the particles of the SM and their mass, charge and spin [9].

In the case of leptons, there are three left-handed doublets, one for each generation:

I3 = +1/2

I3 = −1/2

 =

νeL

e−L

 ,

νµL

µ−L

 ,

ντL

τ−L

 .

I3 stands for the third component of the weak isospin. Left-handed quarks are likewise

grouped in isospin doublets, but in this case quark mixing needs to be taken into

account. The left-handed quark doublets are, for each generation

I3 = +1/2

I3 = −1/2

 =

uL

d′L

 ,

cL

s′L

 ,

tL

b′L

 .

d′, s′ and b′ are the weak interaction eigenstates, which relate to mass eigenstates
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through the Cabibbo-Kobaiashi-Maskawa (CKM) [13, 14] matrix, in the following way


d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 . (1.1)

This is a unitary 3×3 matrix, which describes quark mixing through charged weak

current interactions, mediated by the W+ and W− bosons. Using unitarity conditions,

this matrix can be re-parametrised using three mixing angles and one phase parameter.

These are parameters of the SM which can only be determined through experimental

measurements. Each entry of the CKM matrix represents the strength of each possible

flavour transition. Their experimentally determined values, taken from Ref. [15], are


|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|

 =


0.97373± 0.00031 0.2243± 0.0008 (3.82± 0.20)× 10−3

0.221± 0.004 0.975± 0.006 (40.8± 1.4)× 10−3

(8.6± 0.2)× 10−3 (41.5± 0.9)× 10−3 1.014± 0.029

 .

(1.2)

Diagonal elements are close to unity, showing that the corresponding transitions are

favoured. Off-diagonal elements have smaller magnitudes, suppressing the corresponding

transitions. Therefore, flavour changing processes between different quark generations

are CKM suppressed.

The SU(2)L local gauge theory is extended to include electromagnetic interactions

by requiring invariance under SU(2)L×U(1)Y, where Y stands for weak hypercharge.

The hypercharge relates to the electric charge, Q, and I3 through

Y = 2(Q− I3). (1.3)

Local gauge invariance under U(1)Y introduces a new field, Bµ. The four aforementioned

fields W i
µ and Bµ are not the physical mediators. The fields corresponding to the physical

weak charged current mediators, W±, the physical weak neutral current mediator, Z,

and the physical electromagnetic interaction mediator, γ, are obtained after spontaneous

symmetry breaking, which is discussed in the following section.
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1.1.2 The Brout-Englert-Higgs mechanism

Local gauge invariance of the electroweak theory only holds if the gauge fields W i
µ

and Bµ are massless: a term of the form m2Aµ Aµ, with Aµ denoting one of the fields

in question, would violate local gauge invariance. The gauge boson mass generation

problem in EW theory is solved by spontaneous breaking of the EW symmetry through

the Brout-Englert-Higgs (BEH) mechanism [5, 6].

The BEH mechanism breaks the electroweak SU(2)L×U(1)Y symmetry down to

U(1)EM, generating mass terms for the three weak gauge bosons, W+, W− and Z, while

the photon remains massless. This is achieved through the introduction of a scalar

complex field Φ, which is a weak isospin doublet of the form

Φ =

φ+

φ0

 =
1√
2

φ1 + iφ2

φ3 + iφ4

 . (1.4)

This is the Higgs field, with four degrees of freedom. The associated potential is

V(Φ) = µ2Φ†Φ + λ
(

Φ†Φ
)2

. (1.5)

For µ2 > 0, V(Φ) has a minimum at the origin. If instead one considers µ2 < 0, the

potential has an infinite number of minima defined by

|Φ|2 =
µ2

2λ
=

v2

2
, (1.6)

where the substitution v = µ√
λ

was made. The shape of the Higgs potential with

multiple minima is represented in Fig. 1.2. v is the vacuum expectation value (VEV). The

choice of physical vacuum breaks down the symmetry of the system. After spontaneous

electroweak symmetry breaking, the Higgs doublet takes the form

Φ =

 0
v+h(x)√

2

 . (1.7)

The h(x) field is the scalar Higgs boson field, which accounts for one of the four degrees

of freedom of Eq. (1.4). There are three broken generators of the SU(2)L×U(1)Y group so,
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according to the Goldstone theorem [16], there are three associated massless Goldstone

bosons, accounting for the remaining three degrees of freedom.

Figure 1.2: Shape of the Higgs potential [17].

The Lagrangian of the Higgs sector is

LHiggs = (DµΦ)†(DµΦ)−V(Φ), (1.8)

in which the Higgs field couples to W i
µ and Bµ through the covariant derivative

DµΦ =

(
∂µ +

igσaWa
µ

2
+

ig′YBµ

2

)
Φ. (1.9)

σa are the Pauli matrices, and i = 1, 2, 3. The degrees of freedom associated with the

Goldstone bosons are absorbed by the gauge fields [18], becoming the longitudinal

components of W+, W− and Z, which become massive. The physical W±, Z, and γ

boson fields are given by:

W±µ ≡
1√
2
(W1 ± iW2), (1.10)

Zµ ≡ −Bµ sin θW + W3
µ cos θW , (1.11)

Aµ ≡ Bµ cos θW + W3
µ sin θW , (1.12)
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respectively. The angle θW is known as the weak mixing angle, and it is related to the

SU(2)L and U(1)Y coupling constants, g and g′, through the expression

θW ≡ tan−1 g′

g
, (1.13)

and to the elementary electric charge through

e = g sin θW . (1.14)

At tree level, the lowest perturbative order, the relation of the weak mixing angle with

the W± and Z masses is

MW/MZ = cos θW . (1.15)

The W and Z boson masses relate to v through the expressions:

m2
W =

g2v2

4
, (1.16)

m2
Z =

(g′2 + g2)v2

4
. (1.17)

Through their interactions with the Higgs field, fermions acquire a mass given by

m fi =
y fi

v
√

2
. In this expression, i runs over the different fermions, and y fi are the Yukawa

couplings, which represent the strength of the interaction between the fermion and the

Higgs field.

1.1.3 Quantum Chromodynamics

Quantum chromodynamics is the theory that describes strong interactions. The relevant

symmetry group is SU(3)c, where c stands for colour, the charge associated with the

strong interactions. Quarks and gluons carry this charge. There are three different

possible colours, red, green and blue (R, G, B), and three anti-colours (R,G,B). Quarks

have colour (also called positive colour charge) while anti-quarks have anti-colour

(negative colour charge). Different colour and anti-colour combinations make up eight
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different possible gluons. Since gluons carry colour charge, they can self-couple2.

One of the parameters of QCD is the strong coupling constant, αs, which is a

function of the energy scale, QE
2. This ”running” effect for αs originates from vacuum

polarisation due to quark-antiquark (qq) and gluon-gluon interactions. In QED, there is

an analogous vacuum polarisation effect which arises from the continuous generation of

short-lived fermion-antifermion pairs, due to fluctuations of the vacuum. In the presence

of a charged particle, these pairs become polarised. For instance, if the particle has

negative charge, the positively charged fermions will arrange closer to the fixed particle,

while the negatively-charged fermions will be further away. This effectively screens the

charged particle, reducing the effect of the electric charge for increasing distance. In the

case of QCD, quark-antiquark pairs generate an analogous effect, screening the colour

charge. However, due to gluon self-interactions there is a competing anti-screening

effect. The resulting coupling constant is given by

αs(QE
2) =

α(µE
2)

1 + [αs(µE2)/12π](33− 2n f ) ln
(

QE
2

µE2

) . (1.18)

With this expression, given a known value of αs for a fixed energy scale µE
2, one can

obtain αs corresponding to another energy scale QE
2 [17]. n f is the number of active

quark flavours, i.e. flavours that effectively contribute to loops, which are those with

mass m f < |QE|. One can define a scale QE
2 ≡ Λ2

QCD, for which the denominator

in Eq. (1.18) is 0 and αs diverges. This scale is therefore obtained by imposing:

ln

(
Λ2

QCD

µE2

)
= − 12π

(33− 2n f )αs(µE2)
. (1.19)

αs can be redefined in terms of ΛQCD:

αs(QE
2) =

12π

(33− 2n f ) ln
(

QE
2/Λ2

QCD

) . (1.20)

For high QE
2 values (short distances), αs becomes small. This is the ”asymptotic

2Z bosons can self-couple as well. However, in QED this is not observed: since the photon is electrically
neutral, it cannot couple to itself.
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freedom” regime, where quarks become asymptotically free. Perturbative QCD calculations

are valid in this regime. On the other hand, as one approaches ΛQCD scale, for small QE
2

(long distances), αs diverges and perturbative theory breaks down. At these scales, other

methods need to be used for calculations, such as lattice QCD. Due to the anti-screening

effect arising from gluon self-interactions, the quark-antiquark potential increases with

distance. As a qq pair are pulled apart, the potential becomes increasingly larger, and it

becomes energetically favourable to produce two new qq pairs confined in two hadrons.

There are different types of hadrons, the most common being mesons, which have a

valence quark and a valence antiquark; and baryons, which are composed by three

valence quarks. All quark flavours hadronise, except the top quark, which decays before

hadronisation can take place.

When calculating cross sections of processes involving hadrons, QCD factorisation

theorems are applied [19]. These theorems allow the separation of long distance

perturbative effects from short distance non-perturbative effects, which are factorised

in the calculations. The cross section for a process with two hadrons h1 and h2 in the

initial state, and an arbitrary particle X in the final state, of the form h1h2 → X can be

written as

σh1h2→X = ∑
a,b

∫ 1

0
dxadxb fa/h1(xa, µF) fb/h2(xb, µF)× σab→X(µF, µR). (1.21)

In this expression, a and b run over the partons in hadrons h1 and h2. σab→X is the

parton-level cross section, associated with the parton scattering process ab→ X. This

cross section can be written as a perturbative series in terms of σs, of the form [σ0 +

αs(µ2
R)σ1 + ...]. µR is the renormalisation scale at which αs is evaluated. fa/h1 and fb/h2

are parton distribution functions (PDFs) describing h1 and h2. At leading order, they can

be interpreted as the probabilities of finding partons a and b with momentum fractions

xa and xb within h1 and h2. These PDFs are determined at a factorisation scale µF, which

can be interpreted as the scale that separates the long distance from the short distance

physical regime. PDFs cannot be calculated in a perturbative manner and are instead

determined from fitting experimental data from multiple experiments and processes.

On the other hand, a perturbative framework can be used to calculate the evolution of

9



PDFs with Q2. This can be achieved using Dokshiter-Gribov-Lipatov-Alterelli-Parisi

(DGLAP) equations [20–22]. This means that measurements at specific energy scales

can be used to obtain PDFs used in cross section calculations at different energy scales,

after DGLAP evolution. The dependence of the cross section on the renormalisation and

factorisation scales originates from the need to truncate the perturbative series included

in the calculations. In theory, if all orders were included, the cross section would be

invariant under different µF and µR scales. However, in practise it is impossible to

include all orders, and different scales will lead to different results for the cross section.

Therefore there is an uncertainty associated with the chosen scale, which becomes

smaller with the inclusion of higher order terms in the calculations. For the case of the

process h1h2 → X, typically the scale used is µF = µR = MX.

1.2 W boson physics

1.2.1 W boson production in pp collisions

At hadron colliders, such as the Large Hadron Collider (LHC), W± bosons are created

primarily by quark-antiquark annihilation processes. These are called Drell-Yan processes [23].

W boson production cross sections in pp collisions can be calculated using the QCD

factorisation formalism, described in the previous section. The total cross section is

obtained through the product of non-perturbative proton PDFs and the parton level

cross sections σqq̄→X, which can be computed using perturbation theory. Fig. 1.3 shows

the Feynman diagrams at leading order for the parton subprocesses ud̄ → W+ and

dū→W−, and subsequent W± → l±ν decays. At higher perturbative orders there are

contributions with partons being created along with the W boson. These contributions

manifest as W + jet events in the data. The transverse component of the W boson

momentum arises from these higher order processes. At leading order, and without

accounting for non-perturbative effects of the incoming partons, the W bosons are

predicted to be produced with all the momentum along the beam line and pT(W) = 0.

At leading order, for pT(W) = 0, the W will be produced mainly in the direction

of the higher momentum parton in the hard scattering process. In pp collisions, this

10



W boson production at fixed order 55

Fig. 2.15 Production of a W
± boson and its leptonic decay at leading

perturbative order. Here u and d stand for arbitrary up- and down-type

quarks, respectively.

Mud̄!⌫`
¯̀ =


v̄d̄

✓
�igWVudp

2
�µL

◆
uu

� 
ū⌫

✓
�igWp

2
�⌫L

◆
v¯̀

�

⇥ �i

(pu + pd̄)
2 � m2

W + imW�W


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µ(pu + pd̄)
⌫

m2
W

�
.

(2.68)

The terms in the first line correspond to the respective left-handed fermion currents,
made manifest by the short-hand notation

�µL = �µ
1 � �5

2
(2.69)

while the second line represents the W propagator connecting them.
A similar expression can be found for the case of W� production, by suitably

permuting the labels of the fermion spinors. Squaring yields

X̄
|Mud̄!`+⌫`

|2 =
3

9 · 4

|Vud|2g4W
4

Tr


p/d̄�

µp/u�
⇢ 1 � �5

2

�
Tr


p/⌫`

�⌫p/¯̀�� 1 � �5
2

�

⇥

⇣
gµ⌫ � QµQ⌫

m2
W

⌘⇣
g⇢� � Q⇢Q�

m2
W

⌘

(Q2 � m2
W )2 + m2

W�2
W

=
|Vud|2g4W

12

t̂2

(Q2 � m2
W )2 + m2

W�2
W

,

(2.70)

where the average over the initial quarks’ spins and colours and the sum over the
lepton spins in the final state is implicit. Here the Mandelstam variables

ŝ = Q2 = (pu + pd̄)
2 and t̂ = (pu � p¯̀)2 (2.71)

have been employed.
Rewriting the phase-space integral over the outgoing particles as
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Figure 1.3: Leading order Feynman diagram for the partonic subprocesses ud̄ → W+

and dū→W−, and the subsequent decay into a charged lepton and a neutrino [19].

will likely be the quark and not the anti-quark, since quarks carry on average a higher

momentum fraction than anti-quarks (as indicated by proton PDFs). Furthermore,

anti-quarks are only present in the sea of the colliding protons. Considering the sub-

process in Fig. 1.3, the W+ is produced in the direction of the u quark and the W− in the

direction of the d quark. Up quarks are more likely to carry higher momentum fractions

than down quarks, which creates a difference in the rapidity3 distributions of W+ and

W− bosons. Fig. 1.4 shows the predicted rapidity distributions for W± bosons for pp

collisions at
√

s = 14 TeV. W− bosons tend to have lower rapidity, being distributed

more centrally than W+ bosons.

Using similar arguments, one can also draw some conclusions regarding W boson

polarisation in pp collisions. Due to the left-handed nature of the electroweak interactions,

quarks will be left-handed and anti-quarks will be right-handed in the processes

represented in Fig. 1.3. By helicity conservation, and given that the W boson is produced

in the direction of the quark, at leading order the W bosons will be approximately

purely left-handed. For W + jet production and higher pT(W), W bosons are produced

preferentially with left-handed polarisation at the LHC, but there are also contributions

from right-handed and longitudinal polarised W bosons. These are quantified by

the polarisation fractions, fL, fR, f0, for left-handed, right-handed and longitudinal

polarisation, respectively. Ref. [24] presents predictions for the polarisation fractions of

W bosons at the LHC, as a function of pT(W). These can be found in Fig. 1.5.

W boson production cross section measurements are a benchmark for the understanding

of QCD and the fine-tuning of PDFs. A summary of such measurements performed

by the ATLAS collaboration, in proton-proton collisions, for different center-of-mass

3Rapidity is defined as y = 1
2 ln

(
E+pz
E−pz

)
, in which pz is the z component of the momentum of the

particle and E is its energy. This quantity is further discussed in the next chapter.
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60 Hard Scattering Formalism

Fig. 2.16 Rapidity distributions of W± bosons at the TEVATRON, at the

LHC at c.m.-energies of 8 and 14 TeV, and at a future hadron collider with

a c.m.-energy of 100 TeV. The calculation has been performed at leading

order with the CT10 PDF [713].

.

sea contributions at high and low values of x, respectively. In fact, measurements of
the W+–W− asymmetries are a very useful way of constraining high-x valence quark
PDFs [551]. However, the simple picture outlined above is not easy to translate into a
measurement, the problem of course being that the W bosons decay into a lepton and
an invisible neutrino. The latter makes it very hard to reconstruct the W kinematics,
since neutrinos manifest themselves as missing transverse energy at hadron colliders,
which leaves the charged lepton only. The corresponding lepton asymmetry thus
reads

A` =

(
dσ`+

dy`+

)
−
(

dσ`−

dy`−

)

(
dσ`+

dy`+

)
+

(
dσ`−

dy`−

) , (2.92)

where the y`± are the rapidities of the positively and negatively charged leptons.
This complication gives rise to a subtle effect impacting on the measurement.

Analysing the interplay of momentum transfer and parton centre-of-mass energy in
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Figure 1.4: Expected rapidity distributions for W+ and W− bosons, at the LHC for√
s = 14 TeV [19]. These predictions are obtained at leading order.

energies (
√

s), can be found in Fig. 1.6. The W± → l±ν decay channel was targeted in

these measurements. There exists a clear linear dependence on
√

s. The experimental

results are compared to next-to-next-to-leading order theory predictions, with very

good agreement being observed. At
√

s = 13 TeV, the measured inclusive cross sections

are σW+ × B(W → lν) = 11.83 ± 0.41 nb and σW− × B(W → lν) = 8.79 ± 0.30 nb [25].

For the same
√

s, the reported predictions at next-to-next-to-leading order (NNLO) are

σW+ ×B(W → lν) = 11.54 ± 0.38 nb and σW− ×B(W → lν) = 8.54 ± 0.28 nb. There is

a clear charge asymmetry: there are more W+ bosons produced at the LHC than W−

bosons. This is explained by the fact that the colliding protons are composed by two

valence up quarks, which initiate W+ production; and one valence down quark, which

in turn initiates W− production. The predicted and measured W boson production

charge asymmetry at the LHC, defined as the difference between the W+ and the W−

boson cross sections normalised to the total W± cross section, can be found in Fig. 1.7,

as a function of |yW |. This measurement was performed in pp collisions, at
√

s = 13 TeV,

by the CMS experiment [26]. As |yW | increases, so does the charge asymmetry. This is

compatible with what is seen in Fig. 1.4.

12



LO
ME+PS
NLO

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

BlackHat + Sherpa

 = 7 TeVs

 + X +W

Lf

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

ME+PS / NLO
LO / NLO

0.9

1

1.1

 [GeV]+T,W
P

0 100 200 300 400 500 600

LO
ME+PS
NLO

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

BlackHat + Sherpa

 = 7 TeVs
 + X -W

Lf

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

ME+PS / NLO
LO / NLO

0.9

0.95

1

1.05

1.1

 [GeV]-T,WP
0 100 200 300 400 500 600

FIG. 13: The left-handed polarization fraction fL as a function of pWT for W± production at the

LHC. The left panel gives the W+ case and the right panel the W− case. Three different results

are shown: the fixed-order NLO result represented by the solid (black) line; the ME+PS result

represented by the dashed (red) line; and the fixed-order LO result represented by the dotted

(blue) line. The thin vertical lines indicate the integration errors. The lower panels show ratios

normalized to the NLO result.

could impose a rapidity cut on the W boson in order to separate the beam-axis polarization

effect from the transverse one at all vector-boson transverse momenta.

Finally in fig. 17, we compare the five Ai coefficients for the cases of W+ and W− using

NLO QCD. Up to sign flips for A3 and A4 we see little difference between the two cases,

as a function of pWT . The approximate equality A0 ≈ A2 is due to the (frame-independent)

Lam-Tung relation [14], which holds at LO, but is violated at NLO.

V. CONCLUSIONS

Prompt W vector bosons of both signs, when produced at moderate to high transverse

momentum at the LHC, are predominantly polarized left-handedly [1, 10]. In this paper,

we presented a detailed study of this phenomenon and of its underyling mechanism. The

effect, which superficially appears to violate CP, actually arises from a combination of the

left-handed nature of the electroweak charged-current interaction, the prevalence of valence
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FIG. 14: The coefficient fR as a function of pWT . The left panel is for W+ and the right panel for

W−. The format is the same as in fig. 13.
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FIG. 15: The coefficient f0 = A0/2 as a function of pWT . It vanishes at large pWT by the equivalence

theorem. The left panel is for W+ and the right panel for W−. The format is the same as in

fig. 13.

quarks in the pp initial state (which is not charge-conjugation invariant), and properties of

the short-distance matrix elements.

We found that a simple estimate, assuming 90◦ scattering in the partonic center-of-mass
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quarks in the pp initial state (which is not charge-conjugation invariant), and properties of

the short-distance matrix elements.

We found that a simple estimate, assuming 90◦ scattering in the partonic center-of-mass
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Figure 1.5: Predictions for the fL (top), fR (middle) and f0 (bottom) polarisation fractions
for W+ (left) and W− (right) bosons, at the LHC for

√
s = 7 TeV, as a function of pT(W),

for W + jet events [24].
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Figure 1.6: Summary of W and Z boson production cross section measurements
performed by ATLAS, as a function of center-of-mass energy [27]. The measurements
are compared to the next-to-next-to-leading order theory expectation.
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Figure 1.7: W boson production charge asymmetry as a function of |yW |, measured in
pp collisions, at

√
s = 13 TeV, by the CMS experiment [26]. The charge asymmetry is

defined as the difference between the W+ and the W− boson cross sections, normalised
to the total W± cross section. Production is measured in W → lν decays. The measured
asymmetry is compared with next-to-leading order theory predictions.

14



1.2.2 Exclusive hadronic decays of the W boson

The W boson has been studied extensively since its discovery, mostly through its leptonic

and inclusive hadronic decays. The current picture of the experimental measurements

of the decay modes of the W boson is summarised in Table 1.1. None of the exclusive

hadronic decays of the W boson, that are predicted by the standard model, have been

observed. This is also true for the analogous Z boson decays. A group of these relatively

untapped decays, radiative decays of the type V → M + γ (where V is a vector boson),

have been proposed as novel probes of the QCD factorisation framework [28].

W decay mode Fraction (Γi/Γ)

lν (10.86± 0.09)%
eν (10.71± 0.16)%
µν (10.63± 0.15)%
τν (11.38± 0.21)%

hadrons (67.41± 0.27)%
πγ < 7× 10−6 at the 95% CL
Dsγ < 6.5× 10−4 at the 95% CL
cX (33.3± 2.6)%
cs (31+13

−11)%
invisible (1.4± 2.9)%

πππ < 1.01× 10−6 at the 95% CL

Table 1.1: Summary of experimental measurements of the decay modes of the W boson
[29, 30]. l indicates each type of lepton, not sum over them. X means any particle
produced in association with c.

In the context of exclusive processes with individual, highly energetic mesons in the

final state, amplitudes are expressed as convolutions of perturbative hard-scattering

coefficients with non-perturbative meson light-cone distribution amplitudes (LCDAs),

which account for bound-state effects. At leading order, these LCDAs can be interpreted

as the amplitudes associated with finding a quark inside the meson in the decay with

longitudinal momentum fraction x. They cannot be computed using perturbation

theory, so lattice QCD, QCD sum rules or experimental results need to be employed

in the calculations. Ultimately, the amplitudes of exclusive decays with a single highly

energetic hadron in the final state can be expanded in powers of ΛQCD/E, where E

is the energy released to the final state. While leading order terms can be precisely
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predicted, the same is not true for higher order corrections, decreasing the precision of

predictions. Exclusive hadronic decays of the W and Z bosons are an ideal laboratory to

test the QCD factorisation framework, since the high energy release in these processes

means higher order terms of ΛQCD/E become negligible. As such, the observation

of these decays would offer clean probes of QCD factorisation, making it possible to

extract information about the meson LCDAs, and to obtain more rigorous predictions of

for processes involving non-perturbative QCD effects. Such predictions become more

essential as larger datasets become available and experimental measurements become

limited by modelling theoretical uncertainties.

Figure 1.8: Representation of the exclusive hadronic W decays from Ref. [28]. In this
case the W+ → M+γ decays are shown.

The central focus of this thesis will be on the search for exclusive radiative hadronic

decays of the W boson. The formation of the meson in the decays is allowed by the

emission of a photon by one of the quarks or the W boson, as is represented in the

Feynman diagrams of Fig. 1.8. The latest theoretical predictions for these branching

fractions, calculated in the QCD factorisation framework and presented in Ref. [28],

are listed in Table 1.2. These predictions have relatively high uncertainties, which are

dominated by the uncertainties associated with the meson LCDAs. Furthermore, one

can find different predictions in the literature. For instance, the reported predictions for

the W± → π±γ decay range fromO(10−7) toO(10−9) [28, 31–33]. As listed in Table 1.1,

experimental constraints have been previously set on the branching fractions of the

W± → π±γ by the CDF Collaboration [34], and W± → D±S γ decay channels by a recent

LHCb analysis [30]. The remaining decays listed in Table 1.2 have remained largely

experimentally unexplored. Limits have also been set on the fully hadronic exclusive

decay W± → π±π∓π± [35]. For the Z boson, many such searches have been performed
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and many more limits have been set on its exclusive radiative hadronic decays [36].

Measuring these types of decays of the W and Z bosons is particularly challenging not

only due to how rare they are but also due to the high multiplicity environment of the

LHC, and the associated large backgrounds. These searches represent an interesting

triggering, reconstruction and background modelling challenge.

Decay Channel SM Branching Fraction

W± → π±γ (4.0± 0.8)× 10−9

W± → ρ±γ (8.7± 1.9)× 10−9

W± → K±γ (3.3± 0.7)× 10−10

W± → K∗±γ (4.8± 1.4)× 10−10

W± → D±S γ (3.7± 1.6)× 10−8

W± → D±γ (1.4± 0.5)× 10−9

W± → B±γ (1.6± 0.8)× 10−12

Table 1.2: Predicted branching fractions for various W → Mγ decays [28].

The work presented in this thesis targets the W± → π±γ, W± → ρ±γ and W± →

K±γ decays. No experimental constraints have been set on B(W± → ρ±γ) and

B(W± → K±γ), prior to this work. In the case of the W± → π±γ decay, the CDF

experiment set a limit of B(W± → π±γ) < 7× 10−6, at the 95% CL [34]. This search

was performed using a pp collision dataset collected with a center-of-mass energy

of
√

s = 1.96 TeV and corresponding to a luminosity of 4.3 fb−1. Inclusive photon

triggers were used that target events with at least one electromagnetic calorimeter

cluster with a transverse energy larger than 25 GeV. The offline analysis selected events

with a back-to-back isolated photon (ET > 25 GeV) and isolated charged pion candidate

(pT > 25 GeV). The expected background was estimated in a fit to the W boson

invariant mass sidebands, using an exponential function. The same trigger used in the

selection was used to target W± → e±ν events, and the limit setting was performed

for B(W± → π±γ)/B(W± → e±ν), which allowed to cancel systematic uncertainties

common to both analyses. The distribution of data events as a function of the W boson

invariant mass, compared to the background expectation, can be found in Fig. 1.9a.

More recently, the CMS experiment also performed a search for W± → π±γ, setting

an upper limit on its branching fraction of B(W± → π±γ) < 1.5× 10−5 at 95% CL [37],

a looser limit than the one previously set by CDF. A dataset collected in pp collisions
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at
√

s = 13 TeV was employed, corresponding to an integrated luminosity of 137 fb−1.

The search targeted W bosons produced in top quark-antiquark (tt) events. In these

events, two W bosons are created. This choice allowed to use muon and electron

triggers, selecting events in which one of the W bosons in the event decays leptonically.

The search for the W± → π±γ decay is then performed using the other W boson

produced in the event. A multivariate analysis technique, namely a boosted decision tree

(BDT) classifier trained on signal and background simulated samples, was employed

to discriminate signal and background. The output of the BDT classifier was used to

define a control region, which was employed to estimate the shape of the expected

background. The functional form determined from a fit to the W boson invariant mass

distribution in data in the control region, was subsequently used in the fit to data in the

signal region. The results of the fit to the W boson invariant mass in the signal region

can be found in Fig. 1.9b. This search was limited by the tt production cross section,

which is approximately 20 times smaller than the inclusive W boson production cross

section [38].

1.2.3 W boson mass measurement

At the lowest perturbative order, the mass of the W boson is given by Eq. (1.15). When

taking into account radiative corrections ∆r, the W boson mass can be written as

M2
W =

√
2e2

8GF sin θW(1− ∆r)
, (1.22)

where GF is the Fermi constant [39]. These radiative corrections are due to heavy

quark and Higgs loops, and introduce additional dependences on the masses of the

top quark and the Higgs boson. As a consequence, the measurements of the W and

Z boson masses and of the other electroweak parameters made predictions of the top

mass possible, before its discovery by CDF in 1995 [40]. Subsequently, with this added

information on the top mass, a broad prediction was also available for the Higgs boson

mass that aided its eventual discovery in 2012.

The global electroweak fit to measurements of the relevant SM parameters using

the state-of-the-art high order theoretical calculations yields a prediction for the W
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sideband fit for all events passing selection. The fit resid-

uals, plotted in Figure 2, show that the exponential fit

is an adequate model of the background shape with the

present level of statistics. The statistical uncertainty on

the fit results in a ≈ 5% uncertainty on the background

expectation.
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FIG. 1: Mπ±γ and background expectation for 1398 events
passing full selection. The signal expectation at the 95% C.L.
upper limit is included as the dashed curve. The uncertainties
shown are purely statistical.

From the sideband fit, a total of 219 ± 10 events are

expected in the signal region from the fit and 206 are ob-

served. Since the data in the signal region are consistent

with the expected background, we set a 95% C.L. upper

limit on the σ(pp̄ → W ) × BR(W± → π±γ). We divide

the signal region into four 2.5 GeV bins. The limits cal-
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FIG. 2: The fit residual divided by bin uncertainty for Fig-
ure1. The signal and sideband (SB) regions are noted with
the vertical lines.

culated for each bin are then combined assuming that

uncertainties across the bins are 100% correlated. This

provides a gain in sensitivity by using information about

the shape of the expected W± → π±γ mass peak.

For the normalization measurement in the W± → e±ν

channel we select events which have a central (|η| < 1.2)

electron with ET > 25GeV and missing transverse en-

ergy 6ET > 25GeV [15]. The electron reconstruction and

identification algorithms used in this analysis are dis-

cussed in [10]. In addition, a standalone measurement

of electron energy in the CES helps to identify electron

candidates that radiate a significant fraction of their en-

(a) W boson invariant mass distribution, observed
in the W± → π±γ search, performed by the CDF
experiment [34]. The expected background and the
expected signal at the 95% CL limit are shown.
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(b) W boson invariant mass distribution, observed
in the W± → π±γ search, performed recently by
the CMS experiment [37]. The signal is shown
normalised to a 10−4 branching fraction. The
different background contributions are also shown,
stacked on top of each other. The ratio in the lower
panel is taken between the data and the expected
background from simulation.

Figure 1.9: Distribution of data events as a function of W boson invariant mass, in the
search for W± → π±γ performed by CDF (left) and CMS (right).
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boson mass of MW = 80354± 7 MeV [41], a result with a precision higher than 0.1 per

mille. New particles would introduce further radiative corrections to MW , changing

its value. This provides motivation to measure the W boson mass with the same level

of precision as the one of the theoretical prediction. The current world average is

MW = 80377± 12 MeV [29], in agreement with the predicted value.

A recent publication from the CDF collaboration [42] reported MW = 80433 ±

9 MeV [42], a result with a precision higher than the one obtained from the combination

of all previous results. This result is significantly above the SM prediction (7σ), and

renewed the scientific community’s interest in the W boson mass measurement. Since

the publication of the CDF result, ATLAS has released an improved W boson mass

measurement, after a re-analysis of their
√

s = 7 TeV dataset, reporting MW = 80360±

16 MeV, compatible with the SM value [43]. This measurement achieved a 16%

improvement in precision over the previous ATLAS result. An overview of the different

MW measurements and their comparison with the SM prediction can be found in Fig. 1.10.

Figure 1.10: Summary of different W boson mass measurements, including the latest
results by CDF and ATLAS [43]. The SM prediction is represented in grey.

The aforementioned measurements have exploited W boson leptonic decay channels
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(W → lν) in which the neutrino is not reconstructed and consequently neither is

the W boson invariant mass. Systematics arising from the incomplete kinematics in

reconstruction are often leading uncertainties in the analyses [43]. Radiative decays

of the W boson could enable a W boson mass measurement with fully reconstructed

final states [31, 44]. Specifically, the W± → π±γ decay includes a track and photon in

the final state, and the associated high resolutions at the ATLAS experiment for these

objects could be exploited in the mass measurement. The small predicted SM branching

fractions for these decays makes it unlikely that such a measurement could be achieved

in the next years. Nevertheless, these could become possible as larger datasets become

available in the next decades, and at future colliders.

1.3 Thesis Outline

This thesis presents searches for exclusive hadronic decays of the W boson, performed

using proton-proton collision data collected by the ATLAS experiment at
√

s = 13 TeV.

Furthermore, a novel non-parametric data-driven background modelling technique is

presented.

The next chapter contains a description of the ATLAS detector and of the reconstruction

of physics objects, with a greater detail given to tracking. The particularities of

tracking in dense charged particle environments are also introduced in Chapter 2.

Chapter 3 expands on this discussion on tracking in dense environments and presents

a data-driven methodology to measure tracking efficiency in dense environments,

quantified by the fraction of lost tracks. Improvements to this methodology developed

by the author of this thesis and results obtained using 2018 ATLAS data are presented.

Chapter 4 discusses the development of a novel non-parametric data-driven background

modelling technique. Two implementations of this method are proposed and exemplified

using case studies. Furthermore, ensemble tests are employed in order to thoroughly

validate the performance of the background modelling method. In Chapter 5, the

searches for three exclusive hadronic decays of the W boson, W± → π±γ, W± → K±γ

and W± → ρ±γ, are presented. The first experimental constrains on the branching

fractions of the latter two decays are set. The most stringent upper limit on B(W± →
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π±γ) is also reported. These searches were enabled to a large extent by the use of the

background modelling technique presented in Chapter 4.
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Chapter 2

The ATLAS experiment at the LHC

In this chapter, an introduction to the Large Hadron Collider and the ATLAS experiment

is provided. The reconstruction of physics objects is also briefly discussed. Track

reconstruction is presented in more detail, serving as an introduction to the tracking

performance work presented in the next chapter.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) with a circumference of approximately 27 km is

the world’s largest particle collider, which was designed to collide protons up to a

record center-of-mass energy (currently
√

s = 13.6 TeV) [45]. It is operated by the

European Organisation for Nuclear Research (CERN) and located at the border between

Switzerland and France, near the city of Geneva. The collider resides in an underground

tunnel, which previously was used to house the Large Electron-Positron Collider (LEP).

Besides proton-proton (pp) collisions, the LHC collides lead nuclei in PbPb collisions,

and in pPb. Heavy ion collisions allow the study of QCD in high energy density regimes,

where quarks and gluons become de-confined, and form quark-gluon plasma (QGP).

Protons and nuclei pass through a sequence of accelerators and are subsequently

injected into the LHC ring. Two counter-rotating beams are focused in four interaction

points (IP), where four detectors are located. These detectors are: A Toroidal LHC

Apparatus (ATLAS) and the Compact Muon Solenoid (CMS), which are general purpose

detectors; the Large Hadron Collider beauty (LHCb), which specialises in flavour
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physics involving b hadrons; and A Large Ion Collider Experiment (ALICE), which

is optimised for the study of the QGP medium through heavy ion collisions. Fig. 2.1

shows a schematic of the CERN accelerator complex. The series of accelerators through

which particles travel are represented, as well as the four interaction points of the LHC.

Figure 2.1: Representation of the CERN accelerator complex [46].

In the case of pp collisions, a maximum of 2808 bunches are collided, each with up

to 1.15×1011 protons, and with a bunch spacing of 25 ns [45] and bunch crossing rate

of 40 MHz. The values of the beam parameters define the instantaneous luminosity,

Linst, which is the ratio between the rate of events generated per unit time and the cross

section of the process in question. It is given by

Linst = nb
〈µ〉 fR

σinel
, (2.1)

where σinel is the inelastic cross section, nb is the number of colliding bunches, 〈µ〉 is the

average number of inelastic interactions per bunch crossing, and fR is the revolution
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frequency, which is 11246 Hz for protons [47]. The total integrated luminosity can be

obtained by integrating Linst in time

L =
∫
Linstdt. (2.2)

Out of all pp collisions, only a small fraction is interesting for further analysis, and

therefore it is unlikely that two happen in the same bunch crossing. The extra ”pile-

up” interactions present a challenge to physics objects reconstruction algorithms, as

it becomes harder to resolve the particles created in the pp collision of interest from

pile-up particles.

The periods of operation of the LHC are called ”Runs”, which are separated by long

shut-down periods. Currently, Run 3 of the LHC is ongoing, and pp collision data is

being collected at
√

s = 13.6 TeV. The work presented in this thesis uses pp collision

data from Run 2 of the LHC, which started in 2015 and finished in 2018. Collisions with

a center-of-mass energy of
√

s = 13 TeV were recorded. Fig. 2.2 shows the cumulative

luminosity delivered by the LHC and recorded by ATLAS during Run 2. Events are

only considered for physics analysis if they were recorded during data taking periods in

which all relevant detector modules were operational. ’Good Run Lists’ (GRL), which

filter the portion of the recorded dataset that has been identified as ”good-for-physics”,

are employed for this effect [48]. The ”good-for-physics” Run 2 dataset corresponds to

a total integrated luminosity of 140 fb−1 [47]. The pile-up distributions, measured by

ATLAS during each year of Run 2 are shown in Fig. 2.3. The average pile-up in Run 2

was 〈µ〉 = 33.7, which is larger than the Run 1 average (〈µ〉 = 18.5), and lower than the

Run 3 average (〈µ〉 = 46.5).

2.2 A Toroidal LHC Apparatus

The ATLAS detector [50] is one of the general purpose detectors of the LHC. It was

designed to be capable to search for the SM Higgs boson, and to study its properties,

after discovery. Besides the study of the Higgs sector, ATLAS has a broad physics

programme, performing multiple SM precision measurements and searches for physics

25



Month in Year
Jan '15

Jul '15
Jan '16

Jul '16
Jan '17

Jul '17
Jan '18

Jul '18

-1
fb

T
ot

al
 In

te
gr

at
ed

 L
um

in
os

ity
 

0

20

40

60

80

100

120

140

160
ATLAS
Preliminary

LHC Delivered

ATLAS Recorded

 = 13 TeVs

-1 fbDelivered: 156
-1 fbRecorded: 147

2/19 calibration

Figure 2.2: Cumulative total luminosity delivered by LHC during Run 2, from 2015 to
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beyond the SM.

ATLAS comprises multiple sub-detectors, each optimised to measure the properties

of different particles which traverse the detector. These sub-detectors are arranged

around the beam in a cylindrical manner, forming the barrel region of the ATLAS

detector, and in two endcap regions at each end of the barrel (called endcap-A and

endcap-C). A system of magnets composed by a central solenoid and three toroid

magnets, one in the barrel and two in the endcaps, generates a magnetic field which

bends the trajectories of charged particles, allowing their momentum to be measured.

The central solenoid surrounds the tracking detector, immersing it in a 2T magnetic

field. The three toroid magnets create a magnetic field of up tp 3.5T for the muon

detector, improving the measurement of muon momentum. Moving outwards, starting

from the beam line, the sub-detector layers of ATLAS are (in the barrel region): the

Inner Detector (ID), which measures the position and momentum of charged particles;

the Liquid Argon Calorimeter (LAr), an electromagnetic sampling calorimeter which

was optimised to provide high resolution energy measurements for electrons and

photons; the Tile Hadronic Calorimeter, a sampling calorimeter which provides energy

measurements for hadronic jets; and the Muon Spectrometer, which enables the identification

of muons and provides an independent momentum measurement for muons beyond the

inner detector. A schematic representation of the ATLAS detector and its sub-systems is

shown in Fig. 2.4.

In order to fully describe the ATLAS detector, it is important to first define a

coordinate system. A right-handed reference frame is used, with origin at the interaction

point. The z axis is aligned with the beam direction (positive z is directed towards

endcap-A), and the x axis points towards the center of the LHC ring. The y axis

completes the right-handed coordinate system, pointing upwards. Fig. 2.5 shows the

definitions of these axes. Spherical coordinates (r, θ, φ) are defined as follows: the polar

angle θ is defined with respect to the z axis; the azimuthal angle φ is defined in x− y

plane, with respect to the x axis; and r is
√

x2 + y2.

The pseudorapidity of a particle is defined as

η = − ln tan
(

θ

2

)
. (2.3)
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Figure 2.4: Schematic of the ATLAS detector and its sub-detectors [51].

2.3 Local coordinate system

The reference frame describing the position and orientation of individual detector modules of the ID is a
right-handed reference frame (x′, y′, z′) with the origin in the geometrical centre of each device. The local
coordinate system is illustrated in Fig. 2 (right). The x′-axis points along the most sensitive direction of
the module. This corresponds to the shorter pitch side for Pixel and IBL modules, and perpendicular to
the strip-orientation for the SCT. In case of the TRT, the x′-axis is perpendicular to both the TRT wire and
the radial direction, which is defined from the origin of the global frame to the straw centre. In the silicon
detectors, the y′-axis is oriented along the long side of the module while the z′-direction is orthogonal to
the (x′–y′) plane. Hits are reconstructed in the local reference frame. As the SCT consists of double sided
modules, a separate local frame is associated on each of the modules sides. The resulting hit position is
extracted by combining these two local coordinates. The TRT measures the radial distance of the tracks
from the wire as

√
x′2 + z′2.

Figure 2: Left: Schematic representation of the longitudinal plane of the inner detector showing the Pixel and IBL
(innermost layers, blue), the SCT (middle detection layer, green) and the TRT (outermost layers, red). The global
system of coordinates is shown with the origin at the centre of the detector. Right: Local system of coordinates on
the corresponding devices.

3 Alignment of the ATLAS inner detector

3.1 Inner detector alignment procedure

The inner detector is composed of a large number of active detector modules (see Sec. 2.1 for details).
Each module or grouped collection of modules, e.g. a subdetector, can be treated as an alignable structure.
When considered as a rigid body, each structure has six degrees of freedom (DOF) that define uniquely
its position and orientation in space. The DOFs correspond to three translations (Tx,Ty,Tz) and three
rotations (Rx,Ry,Rz). Translations are with respect to the origin of the reference frame and rotations
around the Cartesian axes. The DOFs will be referred to as the alignment parameters (a).

The alignment is performed at different hierarchical levels following the assembly structure of the ID.
Starting with the largest physical structures at level 1, the detector subsystems are aligned separating
into end-caps and barrel regions in order to correct for collective movements. Level 2 treats individual

4

Figure 2.5: Representation of the ATLAS coordinate system, with respect to a
longitudinal view of the ATLAS inner detector, described in the following section [52].
ECC and ECA stand for Endcap C and Endcap A, respectively.
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Particles with smaller η are more central, while particles with larger η are more forward.

A particle traversing the transverse plane has η = 0. For particles with larger masses, it

is more common to use rapidity, defined as

y =
1
2

ln
(

E + pz

E− pz

)
, (2.4)

in which pz is the z component of the momentum of the particle and E is its energy. The

angular separation between two objects can be defined using the difference between

their pseudorapidities and the difference between their azimuthal angles, as

∆R =
√
(∆η)2 + (∆φ)2. (2.5)

2.2.1 Inner Detector

The inner detector (ID) [50] is designed to provide position measurements for charged

particles, as well as to allow the reconstruction of primary and secondary vertices. It

is surrounded by the superconducting solenoid which generates a 2T magnetic field,

which bends the trajectory of charged particles, allowing to measure their momentum

from their curvatures. The ID is composed of two silicon detectors, which span the

pseudorapidity range of |η| < 2.5, the pixel detector and the semiconductor tracker

(SCT), and one transition radiation tracker (TRT) which spans the range |η| < 2.0. Each

sub-detector is composed by cylindrical layers, which make up the barrel, and cover

the range |η| < 1.5 and end-cap disks, perpendicular to the beam axis, which cover

the remaining pseudorapidity range (1.5 < |η| < 2.5). Fig. 2.6 shows a schematic of a

cross-section of the ID detector.

The basic operating principal of the silicon-based detectors is the formation of

electron-hole pairs caused by a traversing charged particle [54]. When moving under

an electric field, the electron-hole pairs create a signal in the detector. The pixel detector,

the silicon sub-detector which is closest to the beam pipe, is segmented into 4 barrel

layers and 2 endcaps with three disks each. The insertable B-Layer (IBL) [55] is the

innermost barrel layer, being located at a mean radius of about 33.25 mm. The IBL

was introduced for Run 2, improving the ATLAS tracking and vertexing performances.
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Figure 2.6: r-z cross section of the ATLAS inner detector. The bottom panel shows a
zoomed in view of the pixel detector and a summary of the radial positions of the ID
sub-detectors [53].

A typical pixel belonging to the IBL has a size of 50 µm (r − φ) × 250 µm (z) and a

thickness of 200 µm. The intrinsic resolution of the IBL is 10 µm (r− φ)× 60 µm (z). The

remaining barrel layers are located at mean radii of 50.5, 88.5 and 122.5 mm. A typical

pixel belonging to these layers has a size of 50 µm (r− φ) × 400 µm (z) and a thickness

of 250µm. The expected hit resolution is 10 µm (r− φ) × 115 µm (z, for the barrel and r,

for the endcaps) [56]. The pixel layer located at 50.5 mm is referred to as the B-Layer.

The charge collected by each pixel is measured using the time-over-threshold (TOT)

method [57]. The TOT is the length of time a signal generated from a charged particle is

above a given threshold and it is proportional to the energy being deposited.

The SCT is a micro-strip silicon detector, which is located in the radial region between

299 mm and 514 mm. It is composed of four barrel layers and 9 disks in each endcap.

Each layer consists of two layers of strips with a stereo angle of 40 mrad between them,

allowing measurements in both the r− φ and z directions. Strips in the barrel SCT have

an uniform strip pitch of 80 µm. In the end-cap, strips are in the radial direction and

have a 161.5 µrad angular pitch. The intrinsic resolution of the micro-strip modules is

17 µm in r− φ and 580 µm in the z direction for the barrel and the r direction for the
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endcap [56].

When a charged particle crosses the boundary between media with different dielectric

properties, it emits electromagnetic radiation [54]. The total energy emitted depends on

the Lorentz (γ = E/m) factor of the particle, increasing for larger γ factors. The γ factor

of an electron is larger than the γ factor of a pion or a kaon with the same momentum,

by about 270 and 970 times, respectively. This fact is exploited by transition radiation

detectors to perform electron identification. The ATLAS TRT [58] covers a radial region

until 1082 mm and is composed of 350848 gas-filled drift tubes, each with a diameter

of 4 mm. The gas mixture filling the tubes is composed mostly of Xe, and a smaller

percentage of CO2 and O2. Due to gas leaks, some of the TRT modules have been

operating with a Argon based gas mixture since 2015, instead of relying on the more

expensive Xenon [59]. The Ar based mixture provides a very similar tracking efficiency

to the Xe based one, but leads to losses in the electron identification capabilities of

the TRT, due to inefficient absorption of transition radiation. A tungsten wire in the

center of each tube collects electrons which are created from charged particles passing

through and ionising the gas. A polymer material fills the spaces between the tubes

generating transition radiation for particles with large γ factor. This additional energy

deposition increases the readout signal and provides information for electron/hadron

discrimination. There are 3 barrel layers with 32 TRT modules each, and 40 disks in the

endcaps. The intrinsic spacial resolution of a TRT module is 130 µm.

2.2.2 LAr Electromagnetic Calorimeter

The ATLAS LAr electromagnetic (EM) calorimeter [50] provides energy measurements

for electrons and photons. It has a ”destructive” operating principle, designed to stop

particles by making them deposit all their energy within the detector. Electromagnetic

showers are initiated by electrons and photons when interacting with the detector

material, generating multiple secondary particles, with bremsstrahlung and pair production

interactions occurring, until the charged particles in the shower are finally stopped

through ionisation and photons are absorbed.

The LAr EM calorimeter is a sampling calorimeter, being composed of layers of

absorber material (Pb), interspersed with active material (liquid Argon). The detector
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modules are disposed in an accordion-like geometry. The Argon is kept in a liquid

state by three cryostats which house the LAr calorimeters. Fig. 2.7 displays the ATLAS

calorimeter system, including three sections of the electromagnetic calorimeter, the

barrel section and two endcap sections. The barrel calorimeter covers |η| < 1.475, while

the two endcap calorimeters cover 1.4 < |η| < 3.2. The LAr EM calorimeter has a large

depth, in order to ensure good containment of the EM shower. Each barrel and endcap

is divided into three longitudinal segments with different granularities and depth, for

|η| < 2.5: the first one has the finest granularity (0.003 × 0.1 in the ∆η × φ direction, for

the barrel), allowing a precise determination of the position of particles, and a thickness

ranging between 2 and 5 radiation lengths (X0)1; the second has a granularity of 0.025 ×

0.025 in ∆η × φ and a thickness which ranges between 17 and 20 X0, being responsible

for the greatest energy loss for traversing particles; and the third has a granularity of

0.05 × 0.025 in ∆η × φ and a thickness ranging from 2 to 10 X0. For 2.5 < |η| < 3.2, the

LAr calorimeters are divided in only two longitudinal segments. In front of the active

calorimeter material, in both barrel and encap regions, there is a thin presampler (PS),

composed of liquid argon, used to correct for photon and electron energy losses before

traversing the LAr calorimeter. The PS covers |η| < 1.8, has a thickness of 11 mm in the

barrel and 5 mm in the endcaps and has a granularity of 0.025 × 0.1 in ∆η × φ.

There is a gap between the barrel and endcaps, for 1.37 < |η| < 1.52, commonly

referred to as transition region, which has cables and services for the inner detector and

the LAr calorimeters. This amounts to a lot of material, with a thickness which ranges

from 5X0 to 10X0. In order to correct for energy losses in this material, the so-called

”E4” scintillators placed in this gap are instrumented [60].

2.2.3 Hadronic Calorimeters

The ATLAS hadronic (HAD) calorimeter [50] is designed to measure the energy of

hadrons, which materialise as jets in the calorimeter. In this case, hadronic showers are

generated, with multiple interaction processes involved, such as nuclear interactions and

ionisations. A fraction of the shower develops electromagnetically, due to electromagnetic

1X0 is the length an electron travels in a material until it only has an energy corresponding to 1/e of
its initial energy. The mean free path of a photon before undergoing pair conversion is 9/7X0.
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Figure 2.7: Schematic of the ATLAS calorimeters systems, showing the Liquid Argon
and Tile Calorimeters [61].

decays of neutral hadrons (for instance π0 → γγ and η0 → γγ).

The HAD calorimeter is composed by three Tile calorimeter sections in the barrel

region of the ATLAS detector (one Tile barrel and two Tile extended barrel sections);

two LAr hadronic calorimeters in each endcap; and two LAr forward calorimeters, also

in the endcaps. These sub-sections can be seen in Fig. 2.7.

The Tile calorimeter is a sampling calorimeter with layers of iron alternating with

plastic scintillator material. These layers are disposed in planes perpendicular the

direction of the beam. The Tile calorimeter is sub-divided into three longitudinal

segments, with a total depth of 9.7 interaction lengths (λ)2. The three sections of the Tile

calorimeter cover |η| < 1.7.

The LAr hadronic calorimeters at each endcap cover the pseudorapidity region of

1.5 < |η| < 3.2. The absorber material for these segments is copper. In the case of the

LAr forward calorimeters, the passive medium is composed of tungsten. These forward

sections of the HAD calorimeter further extend the total acceptance to |η| < 4.9.

2λ is the mean free path a hadron travels before an inelastic nuclear interaction occurs.
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2.2.4 Muon Spectrometer

Due to the depth of the ATLAS calorimeters, the only particles which reach the outermost

layer of the ATLAS detector are muons and neutrinos3. The muon spectrometer

(MS) [50] comprises a set of gaseous detectors, and was designed to measure the

momentum of muons. These measurements are enabled by the toroidal magnets which

generate a magnetic field, bending the trajectories of the charged muons traversing the

detector volume.

The MS is divided into a barrel section and two end-cap sections, all divided in three

layers. It is composed of chambers which provide precision tracking measurements,

covering the pseudorapidity range of |η| < 2.7. Most of these chambers are Monitored

Drift Tube Chambers (MDTs), except in the innermost precision tracking layer, for 2

< |η| < 2.7, where Cathode-Strip Chambers (CSCs) are in place. The MS also has trigger

capabilities. Two types of trigger chambers are employed: Resistive Plate Chambers

(RPCs), in the barrel, and Thin Gap Chambers (TGCs), in the endcaps. Fig. 2.8 displays

the different sections of the MS.

Figure 2.8: Schematic of the ATLAS Muon Spectrometer [62].

3However, neutrinos do not interact with the detector material.

34



2.2.5 Trigger system

An essential component of data acquisition in collider experiments is triggering. The

ATLAS trigger system [63] performs real time decisions on which pp collision events to

record, selecting events with experimental signatures of interest. The trigger system

is crucial during data taking, since the current data transfer rate and data storage

limitations make it impossible to record all the hard scatter events produced at the LHC.

Events are selected in two trigger states: Level-1 Trigger and High-Level Trigger. The

Level-1 Trigger (L1) is fully hardware based and uses coarse granularity information

from the calorimeter and muon systems. Signals from the calorimeters are processed

by the L1Calo trigger system, while TGC and RPC hits are processed by the L1 Muon

trigger system. These two systems provide inputs to the Central Trigger Processor

(CTP), responsible for forming the L1 trigger decision. The maximum L1 accepted event

rate is 100 kHz. The L1 trigger seeds the second trigger stage, the High-Level Trigger

(HLT), providing it with Regions-of-Interest (ROIs) in φ and η.

The HLT is a software based trigger which runs dedicated selection algorithms,

taking into account the complete, fine granularity information provided by the detector.

These algorithms perform physics object reconstruction, very similar to the offline

reconstruction, and apply sets of requirements on the properties of these objects, in

order to target different signatures. A series of dedicated HLT algorithms, seeded by

a L1 trigger item is known as a trigger chain. Multiple trigger chains are used during

ATLAS data taking, selecting events for different physics analysis. On average, the HLT

output rate during Run 2 was 1.2 kHz.

2.3 Physics objects reconstruction

2.3.1 Tracks

Charged particles traversing the inner detector interact with its material, in the way

described in Section 2.2.1. From the energy deposits (hits) created by these particles,

their trajectories can be reconstructed, and track objects are formed, with a set of

associated measured parameters. Examples of charged particles which typically do
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not decay before arriving to the inner detector and therefore create tracks in the ID

are charged hadrons such as pions, kaons and protons. It is important to note that

the ATLAS experiment has limited particle identification (PID) capabilities for charged

high momentum hadrons. Therefore, pions, kaons and protons cannot be usually

distinguished4.

ATLAS track reconstruction is performed by first building track candidates from

silicon hits and extending them into the TRT (primary tracking), and then performing

the reconstruction in reverse, starting the pattern recognition in the TRT and extending

it into the silicon detectors (back-tracking) [65].

Primary tracking in the silicon detectors [2] starts with clusterization, which is the

process of grouping energy deposits associated with adjacent pixels and strips into

clusters. These clusters are then converted into three-dimensional space-points, point

measurements of the charged particles trajectories. Groups of 3 space-points form track

seeds. Track seeds which pass a set of impact parameter and momentum requirements

are extended into track candidates using a combinatorial Kalman filter [66], which

finds other pixel and SCT clusters which are compatible with the formed trajectory. At

this point, the same clusters might have been used in the reconstruction of different

track candidates. In order to address this and to reject track candidates built from

random combinations of clusters, track candidates are put through an ambiguity solving

stage. Each track candidate is assigned a track score, which increases with the track

momentum, the amount of clusters belonging to the track, and the χ2 of the track fit,

and decreases with the amount of holes in the tracks (points of the track trajectory which

cross a detector sensor but did not leave a hit). Tracks can only contain two shared

clusters and only two tracks can share the same cluster. Tracks with a higher score are

favoured by the ambiguity solver when resolving track overlaps. When a track shares a

cluster with two other higher ranked tracks, the cluster in question is removed from the

track candidate, which is re-scored and re-processed. After processing, track candidates

are retained by the ambiguity solver if they have: pT > 400, MeV; |η| < 2.5; at least 7

clusters (pixel and SCT); no more than one shared pixel cluster or two shared clusters

on both sides of a SCT layer; no more than 2 holes in both silicon detectors and no

4For low momentum charged hadrons dE/dx provides some discrimination [64].
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more than one hole in the pixel; |dBL
0 | < 2 mm, in which dBL

0 is the transverse impact

parameter with respect to the beam-line; and |zBL
0 sin θ| < 3 mm, in which zBL

0 is the

longitudinal impact parameter with respect to the beam-line.

The ambiguity solver algorithm limits the number of clusters shared by multiple

tracks, since they can indicate an incorrect cluster-to-track association. However, in

dense charged particle environments, it becomes more likely that multiple charged

particles contribute to the same cluster, since particles are highly collimated. Clusters

created by the energy deposition of multiple particles are referred to as merged clusters.

In order to minimise the loss of efficiency due to limitations on the number of shared

clusters imposed by the ambiguity solver, a neural network (NN) is deployed to identify

merged clusters [67, 68]. The inputs to this NN are: the charges collected in the pixels

contained in the cluster; the sizes of the pixels5; which layer of the pixel detector the

cluster belongs to, and if it is part of the barrel or endcap; and the φ and θ of the incident

track candidate with respect to the sensor. The NN identifies merged clusters created

by 2 (3) charged particles with 90% (85%) efficiency [2]. Merged clusters do not penalise

tracks in the ambiguity solving process and there are no requirements on the number

of merged clusters during reconstruction 6. Fig. 2.9 is an illustration of single particle

clusters and a merged cluster created by highly collimated charged particles.

The track candidates that are retained following the ambiguity solving stage are

re-fitted through a χ2 method, estimates for the track parameters are calculated and

tracks are added to the track collection. Subsequently a TRT extension is attempted

using a Kalman filter. Tracks which were successfully extended are once again fitted,

improving the parameters estimates. The outside-in reconstruction is then performed

extending tracks from TRT measurements. This process increases the tracking efficiency,

by for instance, recovering tracks which emerge from the decays of displaced particles

or from photon conversions, and as such do not have enough silicon hits to survive the

selection applied by the primary tracking algorithm.

Tracks are described by five parameters, with two different parametrisations being

5In Section 2.2.1, the typical pixel sizes are detailed. Nevertheless, pixels between the readout chips
are longer (600 µm in the longitudinal direction). Inputting pixel size to the NN allows the labelling of
the longer pixels during the training.

6A cluster associated with multiple charged particles is exclusively classified as merged or shared.
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(a) (b)

Figure 2.9: Representation of clusters created by single charged particles (a) and a
merged cluster with energy deposition from collimated charged particles (b) [2].

used, global and local [69]. In the global parametrisation the parameters are defined

with respect to the perigee, the point of closest approach of the track to the beam-line.

Tracks are described by (d0, z0, φ, θ, q/p), where d0 and z0 are the transverse and

longitudinal impact parameters, respectively; φ and θ are the azimuthal and polar

directions; and q/p is the ratio between the particle’s charge and its momentum. In

the local parametrisation, tracks are described by (lx, ly, φ, θ, q/p), where φ, θ and

q/p are the same as in the global frame, while lx and ly are defined with respect to

a local frame associated to a specific detector module. Fig. 2.10 shows a schematic

of these parametrisations, and corresponding parameter definitions. Local φ and θ

measurements can also be accessed for each cluster belonging to tracks. These angles

are once again defined with respect to a specific sensor.

Two selection working points are defined for tracks originating from charged

hadrons (different specific working points are derived for electron and muon selection):

Loose and TightPrimary [71]. These working points were optimised for primary tracks.

Tracks are categorised as Loose if they have:

• pT > 500 MeV;

• |η| < 2.5;
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Figure 2: A track parameterised with respect to two different surfaces: the expression to the nominal z
axis yields the Perigee representation of the track to the left, while the expression of an intersection with a
planar surface (right) is described by the AtaPlane object. The parameterisations differ only in the first two
local coordinates that are defined by the surface type and are optimised with respect to the given detector
layout. The momentum expression through the azimuthal angle φ, the polar angle θ and the (charged) inverse
momentum is identical for both cases.

Hidden Template Method The authors are aware that template solutions are in general not amongst
the most popular techniques within the client community and track representations belong clearly to
the most widely spread classes of the ATLAS tracking EDM. The template resolving has therefore be
hidden from the user through inserting actual class types for the track parameterisations on the various
surfaces for charged and neutral particles that extend the class templates to non-virtual objects7.
Figure 3 shows an UML class diagram that illustrates the charged and neutral track parameterisation
with respect to a planar surface.
The ParametersBase base class is restricted to the attributes that are identical for both a neutral and
a charged trajectory parameterisation and can be used for applications that only work on the global
parameters of a trajectory expression, i.e. a position, a momentum and the charge. The template
mechanism, on the other hand, forces the client to resolve the template argument and consequently
an object has to be identified to be either of Neutral or Charged flavor, before the parameters vector
can be retrieved8.

3 Measurement representation: The MeasurementBase Class

Measurement representations exist in manifold ways in the ATLAS tracking EDM: in most of the
cases, measurements are directly integrated as fully calibrated representations clusters or drift radii.
These objects are realised as classes that extend the RIO OnTrack class, and represent either one-
dimensional or two-dimension measurements; the calibration applied on the input objets from the
clusterisation process (in ATLAS terms PrepRawData objects) is hereby based on the already collected
track information. In the MS, a second additional calibration step is applied on RIO OnTrack objects
in the preparation phase for track fitting (pre-tracking), that is based on the local pattern recognition
output for the various detector chambers.
As described in [1] an even more flexible way of representing single and combined measurements with a
extended MeasurementBase object has been implemented in ATLAS. These types include pre-grouped
(and fitted) measurements as Segment realisations and a dedicated competing measurement collection

7The technically interested reader may find that the class templates mark virtual class descriptions and can thus not
be instantiated in the program flow.

8In C++ terms this is done using the dynamic cast operator.

Figure 2.10: Illustration of the global (left) and local (right) track parametrisations [70].
The perigee is the point of closest approach of the track to the beam-line.

• at least 7 silicon hits (Nhits
Sil ≥ 7, including pixel and SCT);

• no more than one shared cluster (Nshared
mod ≤ 1);

• no more than two holes in both pixel and SCT layers (Nhole
Sil ≤ 2);

• no more than one pixel hole (Nhole
Pix ≤ 1).

Tracks survive the TightPrimary selection if, on top of fulfilling the Loose requirements

they have:

• at least 9 silicon hits (Nhits
Sil ≥ 9), if |η| ≤ 1.65;

• at least 11 silicon hits (Nhits
Sil ≥ 11), if |η| ≥ 1.65;

• no pixel holes (Nhole
Pix = 0);

• at least one hit in the IBL or B-Layer (Nhits
IBL + Nhits

B-layer > 0).

The Run 2 track reconstruction efficiencies associated to each working point, estimated

using simulated events can be found as a function of track η and pT in Fig. 2.11.

2.3.2 Photons

As explained in Section 2.2.2, when photons traverse the LAr EM calorimeter, they

interact with the Lead absorber material, initiating electromagnetic showers. These
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(a) (b)

Figure 2.11: Run 2 track reconstruction efficiency as a function of η, for inclusive pT (a)
and in bins of pT, for inclusive η (b) [71], for Loose and Tight tracks.

EM showers generate signals in the cells of the calorimeter, which are grouped into

clusters in the reconstruction algorithm. However, there is a probability that photons

traversing the ATLAS detector interact with the inner detector material, converting into

electron-positron pairs, before reaching the LAr calorimeter. Therefore, photons can

be reconstructed either as unconverted or converted. In order to reconstruct photons

which undergo conversion in the ID, EM clusters are matched to ID tracks which are

consistent with photon conversion vertices. A converted photon can be matched to two

opposite charged tracks or just one track. Tracks originating from electrons produced in

photon conversions are more likely to have holes in the first layers of the Pixel detector.

Furthermore, they are more likely to generate high-threshold signals in the TRT (due to

more transition radiation being produced). Selection requirements devised according

to these factors are applied to converted photon track candidates, in order to ensure

high purity. A full description of photon reconstruction in ATLAS during Run 2 can be

found in Ref. [60].

Energy measurements for photons (and electrons) obtained using the LAr EM

calorimeter are calibrated using data-MC comparisons for Z → e−e+ events. This

procedure is validated through a data-driven test performed with radiative Z boson

decays, and an uncertainty on the photon energy scale correction is derived. A detailed

description of these procedures is provided in Ref. [60].

Three photon identification working points are commonly used by ATLAS analyses,
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Loose, Medium and Tight, with different sets of criteria required. The application of

these three working points rejects hadronic jets faking photons, each with a different

level of associated background rejection and signal efficiency. The Tight working

point (used in the work presented in this thesis) is optimised using a multivariate

analysis technique, relying on shower shape variables. The optimisation is performed

in bins of |η| and ET. The discriminating variables used are listed in Ref. [60]. The

signal and hadronic jet background efficiencies associated with the Tight identification

requirement for unconverted and converted photons, as a function of ET(γ), are shown

in Fig. 2.12 and Fig. 2.13, respectively. These plots compare the efficiencies of the ET

dependent optimisation, with an earlier version which was performed independently

of ET. The efficiencies were obtained using simulation: for low ET, Z → llγ and Z + jets

MC samples were used; for high ET, inclusive photon and inclusive dijet production

samples were employed.

(a) (b)

Figure 2.12: Signal efficiencies of the Tight photon identification working point as a
function of ET, for converted (a) and unconverted photons (b) [60].These efficiencies are
calculated with respect to the loose identification and loose isolation pre-selection.

Requirements can also be applied on variables associated with the amount of

detected activity surrounding the selected photon, commonly referred to as isolation

variables. The isolation is quantified either taking into account EM calorimeter clusters
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Figure 2.13: Jet background efficiencies of the Tight photon identification working
point as a function of ET, for converted (a) and unconverted photons (b) [60]. These
efficiencies are calculated with respect to the loose identification and loose isolation
pre-selection.

(photon calorimeter isolation) or ID tracks (photon track isolation). For calorimeter

isolation, the EconeXX
T variable is defined, corresponding to the sum of transverse energy

associated with clusters contained within a ∆R < XX/100 cone, centred around the

photon cluster7. In the case of track isolation, the pconeXX
T variable is used instead,

corresponding to the sum of transverse momentum associated with tracks which are

within a cone of ∆R < XX/100 around the photon direction. The tracks taken into

account in the calculation are required to meet a set of loose quality requirements. Three

photon isolation working points are pre-defined and applied frequently in ATLAS

analyses: Loose, Tight (also known as FixedCutTight) and TightCaloOnly. The signal

efficiencies of each of these three working points are shown in Fig. 2.14, measured using

simulated Z → llγ events. In the analysis presented in this thesis, the FixedCutTight

working point is used, defined by the following two requirements:

• Econe40
T < 0.022×ET + 2.45 GeV (photon calorimeter isolation);

• pcone20
T /pT < 0.05 (photon track isolation).

7The ET corresponding to the photon is subtracted and corrections accounting for leakage and pile-up
are applied.
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(a) (b)

Figure 2.14: Efficiencies of the different photon isolation working points as a function of
ET, for converted (a) and unconverted photons (b) [60]. The efficiencies are calculated
with respect to a sample of tightly identified photons from simulated Z → llγ events.

2.3.3 Electrons

Electron reconstruction proceeds in a very similar way to photon reconstruction. In

this case, the electron object corresponds to an EM calorimeter cluster matched to an ID

track. The electron reconstruction efficiency as a function of ET can be found in Fig. 2.15.

A detailed description of electron reconstruction during Run 2 can be found in Ref. [60].

As is the case for photons, shower shape variables have good discriminating power

for electron identification. Furthermore, as was already explained in Section 2.2.1, TRT

based variables allow to discriminate against tracks created by hadrons. Two variables

in particular are employed in the main analysis presented in this thesis, and as such are

here defined:

• Rhad, the ratio of ET in the hadronic calorimeter to ET in the electromagnetic

cluster, which quantifies the electron’s hadronic leakage;

• eProbabilityHT, a likelihood discriminant employed in electron versus charged-

hadron discrimination, based on TRT transition radiation.
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Figure 2.15: Electron candidate reconstruction efficiencies, as a function of electron ET,
estimated using simulation. The individual reconstruction efficiencies of the track and
cluster, as well as the combined efficiency of reconstructing both the track and cluster,
are also shown [60].

Over the range |η| < 0.8 and |η| > 1.37, only the first layer of the hadronic calorimeter

is taken into account in the calculation of Rhad.

2.3.4 Jets

Jets are sprays of collimated, energetic hadrons. They can be reconstructed from

calorimeter clusters, using the anti-kt algorithm [72]. The size of the reconstructed

jets is characterised by a radius parameter R. A parameter of R = 0.4 is typically used

in the ATLAS jet reconstruction.

Background jets of non-collision origin can be mis-identified as jets originating from

pp collisions. These can be generated by cosmic rays, calorimeter noise, or by muons

produced in interactions between protons from beam losses and residual gas or other

material away from the IP. A set of selection requirements is applied to jets in order

to reject those which are not produced in the hard scatter event. This procedure is

referred to as jet cleaning [73]. The jet selection efficiency for two jet cleaning working

points, Loose (or BadLoose), and Tight (or BadTight), as a function of jet η, can be

found in Fig. 2.16. The looser working point is typically used in ATLAS analyses, while

the tighter one was devised for use in analyses which have significant contributions
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from backgrounds of non-collision origin. Besides non-collision jets, it is important to

have discriminating power against jets created in pile-up interactions. For this end, a

jet-vertex tagger (JVT) discriminant is employed [74] by ATLAS analyses.
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Figure 2.16: Jet quality selection efficiency for the Loose and Tight criteria, as a function
of jet η [73].

2.3.5 Hadronic taus

Typically, tau leptons decay before reaching the Inner Detector. As such, they are

reconstructed from their decay products. Approximately 65% of tau lepton decays are

hadronic (τ → ντ + hadrons), and the majority of these decays include one or three

charged hadrons and up to two neutral pions. In reconstruction, hadronic taus are split

into categories according to the tau decay mode they are the most consistent with, and

the number of charged hadrons in the decay (the number of ”prongs”). The neutrino

in the decays is not reconstructed. Only the visible components are included in the

hadronic tau object which, for this reason, is referred to as τhad-vis.8

Hadronic tau reconstruction algorithms [75] are seeded by jet objects with pT >

10 GeV and |η| < 2.5. ID tracks within ∆R < 0.2 of the jet seed direction (called the

core region) are matched to the τhad-vis candidate if they meet minimum requirements

on kinematic, quality and other track variables. A τhad-vis with n associated core

8In the case of leptonically decaying tau leptons, the electron/muon decay products are reconstructed.
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tracks is known as an n-prong tau. A Particle Flow (PF) algorithm [76] is used in

the reconstruction of the charged and neutral hadrons associated with the hadronic

tau, allowing the classification of taus into different decay modes. Charged hadrons

are reconstructed using tracking ID measurements. The neutral pions are instead

reconstructed through their decays into collimated photons (π0 → γγ), which create

EM showers in the LAr calorimeter. After reconstructing an EM cluster in the core

of the τhad-vis, a correction is applied to the energy of the π0 candidate to account for

EM deposits produced by the charged hadrons in the decay. To ensure high purity for

the π0 candidates a boosted decision tree (BDT) trained on shower shape variables is

employed, ultimately improving the efficiency of the hadronic tau mode classification.

The performance of this BDT discriminator was evaluated using simulated Z → ττ

events and it quantified in Fig. 2.17, which shows the identification efficiency of signal

π0 versus the corresponding background rejection (obtained for different requirements

on the BDT output score).

Figure 2.17: Identification efficiency of signal π0 versus the corresponding background
rejection [76]. Simulated Z → ττ events are used in the study. All π0 candidates which
are not matched to a generated π0 are considered background.

Different multivariate techniques are used in the identification of hadronic taus. A

Recurrent Neural Network (RNN) [77] is used to discriminate against quark and gluon
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initiated jets, while a Boosted Decision Tree (BDT) is trained to discriminate against

electrons [78]. In both cases, different working points are provided, corresponding

to different requirements on the output score of either the RNN or the BDT. The

performance of the RNN discriminator is quantified in Fig. 2.18, which shows the jet

background rejection as a function of the signal τhad-vis efficiency, for different provided

working points, Tight, Medium, Loose and VeryLoose, for 1 and 3-prong taus.

Figure 2.18: Rejection power of fake τhad-vis as a function of true τhad-vis efficiency, for
different requirements on the RNN score [77]. The curves are shown for separately
for 1 and 3-prong taus. The four working points, Tight, Medium, Loose and VeryLoose,
are indicated by the square and circle markers. The RNN performance is compared to
the performance of a BDT discriminator, used previously by ATLAS analyses in the
identification of hadronic taus.

47



Chapter 3

Measurement of track reconstruction efficiency in dense

enviroments

With the increase of the centre-of-mass energy of pp collisions at the LHC, events

including highly energetic jets or decays of highly boosted particles (for instance

τ leptons or b-hadrons) into collimated charged particles occur at higher rates. In

these dense charged particle environments, the average separation between collimated

charged particles is of the order of the granularity of the ATLAS pixel detector (detailed

in Section 2.2.1). This is demonstrated in Fig. 3.1, from Ref. [2], which shows the average

minimum separation between charged particles produced in different decay processes,

at the IBL layer, as a function of the pT of the mother particle. This study was performed

using simulations of single particles decaying into final states with different charged

particle multiplicities: ρ0 → π+π−; τ → π+π−π±ντ; τ-lepton decays into a 5-prong

final state; and B0 meson decays into all possible final states. The collimation between

charged particles increases as a function of the pT of the initial particle. These types of

signatures are targeted by multiple ATLAS analyses, as is the case for exclusive decays

of the Higgs and Z bosons into a highly boosted meson and a photon, for instance

H/Z → ρ(π+π−)γ and H/Z → φ(K+K−)γ [3].

As was explained in Section 2.3.1, highly collimated charged particles which cannot

be resolved by the pixel detector create merged clusters, and are more likely to fail

reconstruction. Therefore, it is important to optimise and fully characterise the track

reconstruction performance in dense environments, in both data and MC simulation.

During reconstruction, an NN is employed to identify merged clusters, improving the
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Figure 3.1: Average minimum distance at the IBL, between charged particles created
in different decay processes, as a function of the transverse momentum of the initial
particle [2]. This study was performed using different single particle simulations.

track reconstruction efficiency. Nonetheless, a residual efficiency loss associated with

high charged particle density and collimation still remains. A data-driven method

was developed to estimate the fraction of tracks lost in reconstruction (Flost) within

high pT jets. Ref. [2] details this methodology and presents the measured Flost for early

run 2 data, collected in 2015. This chapter presents a review of this pre-established

methodology and discusses improvements introduced by the author of this thesis.

Results obtained using the modified method applied to 2018 data are also presented.

3.1 Flost methodology

Charged particles which cross the ATLAS pixel detector deposit energy in the detector

via ionisation, creating electron-hole pairs, which drift under the applied electric field,

and are collected by the electrodes of the pixel modules. As explained in Section 2.2.1,

this charge is measured through the TOT method for each pixel, if it is above the set

threshold. The charge collected in the clusters associated to reconstructed tracks is

proportional to the ionisation energy loss of the charged particles (dE/dx). The average

energy loss per path length of a charged particle in a medium is described by the Bethe-

Bloch formula [15], and depends on the properties of the medium (such as density,
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atomic number, mean excitation energy), and the properties of the particle (such as

its momentum and charge). The dE/dx of different charged particles in silicon, as a

function of the particles momentum, can be found in Fig. 3.2.
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Figure 3.2: Mean ionisation energy loss of per path length for different charged particles
in silicon, as a function of their momentum [15]. The dE/dx is normalised to the silicon
density.

The data-driven method presented in Ref. [2], which allows to estimate the fraction

of tracks lost in reconstruction due to the collimation of charged particles, relies on

cluster dE/dx. The dE/dx of single charged particles traversing a thin layer is expected

to follow a Landau distribution. Two charged particles will, on average, deposit more

energy via ionisation than a single charged particle. In fact, the dE/dx associated

with an n-particle cluster is, on average, n times larger than the dE/dx associated to a

single-particle cluster (as it will be shown in this chapter). Using this simple principle,

it is possible to statistically separate single particle from multiple particle clusters,

using cluster dE/dx as the discriminating variable. Every time a cluster has a dE/dx

compatible with n particles but only one track was reconstructed in associated with it,

there were n− 1 lost tracks.

The dE/dx associated with a cluster can be calculated from the generated charge,
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using the expression

dE/dx[MeVg−1cm2] =
charge× Epair

ρSi × l
, (3.1)

in which Epair is the average energy to produce an electron-hole pair in silicon; ρSi is the

silicon density; and l is the path traversed by the particle in the sensor. l can be derived

using the sensor thickness, t, and the angle between the direction of the track and the

normal to the sensor surface, α, using the expression

l =
t

cos α
. (3.2)

The incident angle α can be obtained using local cluster angular variables. Fig. 3.3 is a

geometric representation of a charged particle traversing a sensor. The represented φ

and θ are defined with respect to the local cluster frame (θlocal and φlocal). The relevant

trigonometric relations are

tan θlocal =
b
t

tan φlocal =
a
t

tan α =
d
t
=

√
a2 + b2

t
,

from which one can derive the expression for α

α = arctan
√

tan2 θlocal + tan2 φlocal. (3.3)

As charged particles traverse the inner detector, they become more separated.

Therefore, merged clusters are more frequent for pixel layers which are closer to the

beam-pipe. The IBL is the innermost layer of the ID, but it only has 4 bits available

for ToT encoding, while 8 bits are available for the remaining layers, providing better

ToT resolution. Due to these reasons, only B-layer clusters are considered for the Flost

measurement. This is true also for the analysis presented in the following sections.

For the Flost measurement presented in Ref. [2], only two particle clusters were

considered. To obtain the Flost, a fit is performed to the dE/dx distribution of B-layer
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Figure 3.3: Geometric representation of a charged particle crossing a sensor, with an
incident angle α. φ and θ are the local angles with respect to the module’s local frame.
The cuboid is defined by the point of entry and exit of the particle in the sensor.

clusters used by a single track matched to a jet within ∆R(jet, trk)<0.05. For these jet

regions, the highest density of collimated charged particles is found. This was verified

for jets in data and simulation, in Ref. [2], as can be seen in Fig. 3.4, which shows the

average number of primary tracks per unit of angular area, as a function of ∆R(jet, trk).

Different jet pT ranges were considered. The track density within jets increases with

the transverse momentum of the jets. The distribution of dE/dx for B-layer clusters

associated to a single track with ∆R(jet, trk)<0.05 is referred to in this chapter as the

measurement distribution.

dE/dx templates derived for different charged particle multiplicities are used to

model the different contributions to the total distribution. In Ref. [2], the single-track

template is defined as the dE/dx of singly-used B-layer clusters associated to tracks

which are reconstructed further away from the jet core, with ∆R(jet, trk)>0.1. This far

from the jet core, there is a relatively low density of collimated charged particles, less

merged clusters are created. Clusters reconstructed in this region, in association to one

single track are thus expected to truly be so. For the purposes of the Flost measurement, a
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Figure 3.4: Average number of primary tracks per unit of angular area, as a function of
∆R(jet, trk), for jets in data and di-jet MC simulation [2]. Different jet pT ranges were
considered.

track with ∆R(jet, trk)<0.05 is defined as being inside the jet core and a track with ∆R(jet,

trk)>0.1 is said to be outside the jet core. A second dE/dx template, a multiple-track

template, is defined in Ref. [2] as the dE/dx distribution of B-layer clusters used by

more than one track from inside the jet core. The definitions of the different templates

used in Ref. [2] are summarised in Fig. 3.5. Fig. 3.6 shows an example of the single

and multiple-track dE/dx templates built following these definitions. The multiple-

particle distribution peaks at a dE/dx value which is approximately two times the

value for which the single particle distribution peaks, as expected. However, there is a

smaller peak at around the expected dE/dx from a single particle. This contribution

arises from clusters which have been wrongly identified as merged. Additionally, this

multiple-track template definition includes effects from all multiply-used clusters, not

allowing to differentiate between particle multiplicities (two or three particles). This

leads to the smaller peak which can be seen for dE/dx > 3.2 MeVg−1cm2. The effect

from higher charged particle multiplicities was minimised by limiting the fit range to

1.1-3.07 MeVg−1cm2.

In Ref. [2], Flost was defined as the fraction of tracks which truly contribute to 2

particle clusters from inside the jet core, which are reconstructed as a single track. It can
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Figure 3.5: Summary of the definition of the templates and measurement distribution
used in Ref. [2].

Figure 3.6: An example of the single and multiple particle dE/dx templates [2], for
200 < pT(jet) < 400 GeV.
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be written as

Flost2 =
Nlost

2

Ntrue
2

, (3.4)

where Ntrue
2 is the true number of tracks contributing to 2 particle clusters from inside

the jet core, and Nlost
2 is the subset of those tracks which are lost in reconstruction. Ntrue

2

can be approximated by

Ntrue
2 ≈ Nreco

2 + 2Nlost
2 , (3.5)

in which Nreco
2 is number of tracks, reconstructed inside the jet core, associated to 2 track

clusters. Nlost
2 is obtained from the dE/dx template fit. For each lost track, there are 2

expected tracks, which explains the factor of 2 in Eq. (3.5).

In order to study the dependence of lost tracks on jet pT, the Flost was measured

differentially in jet pT, in Ref. [2]. For larger jet pT, the built dE/dx templates have lower

statistics, due to the existence of fewer jets with larger pT. To mitigate this issue, the

dE/dx templates corresponding to the lowest jet pT bin considered were used in the fits

for all the other jet pT bins. Fig. 3.7 shows the measured Flost2, as a function of jet pT,

for 2015 data, compared to simulation. Due to the increase of the density of charged

particles for higher jet pT, the fraction of lost tracks increases accordingly, as can be seen

in the results. This measurement has significant statistical and systematic uncertainties,

with the latter being dominant. Sources of systematic uncertainty include: the choice of

fit range, due to varying fractions of contributions from two and three particle clusters

being inside the fitting window; using the lowest jet pT templates to fit the measurement

distribution from all other jet pT bins; and a bias arising from the residual contribution

from mis-identified singly-used clusters to the multiple-track template.

3.2 Data sample and selection requirements

The Flost measurement presented in the following sections uses proton-proton data

collected at
√

s = 13 TeV during 2018. Events are only considered if they were recorded

during stable beams and during data taking periods in which all relevant detector

modules were operational.

The ATLAS data processing workflow includes a derivation step which reduces the
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Figure 3.7: Measured Flost2 as a function of jet pT compared to MC [2].

size of the datasets by removing events based on selection requirements (skimming)

and by removing objects and variables not used in the specific analysis (thinning and

slimming, respectively). Relevant information to the specific analyses might be added

(physics objects decorations). The IDTIDE derivation was employed for this analysis,

which includes additional cluster variables which are essential for the analysis. The

derivation also performs skimming based on the triggers used in the analysis.

Events are required to pass a combination of single jet triggers with different pT

thresholds, with the lowest being 100 GeV. Furthermore, events are required to have

at least one reconstructed primary vertex with at least three associated tracks. Jets

are retained for the analysis if they have pT >200 GeV and |η| < 2.5. Jet cleaning is

performed, using the BadLoose working point. A requirement is also applied on the

jet-vertex-tagger discriminant, to reject pile-up jets. A working point of 0.64 is used.

Tracks are matched to the jet to which they are closest in ∆R. Jet and track pairs are

required to have ∆R(trk, jet) < 0.4. Only tracks which pass the TightPrimary working

point defined in Section 2.3.1 are considered for the analysis. Tracks are further required

to have one pixel hit per layer for each pixel layer except the IBL, for which they are

allowed to have 0 or 1 hit.
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3.3 Improvements to Flost method

There are some shortcomings associated to the dE/dx templates described in Section 3.1,

which lead to substantial systematic uncertainties on the Flost2 measurement. The

multiple-track template includes a residual contribution from single particle clusters

which are misidentified as merged clusters in reconstruction. Additionally, this multiple-

track template includes contributions from clusters used by more than two particles.

In order to address these issues, a new procedure was used to obtain multiple-track

templates, based on sampling from the single-track template. In this way, the residual

one particle cluster contribution is no longer present in the constructed templates, and it

is possible to build two and three-track templates separately. The dE/dx distribution of

singly-used clusters from outside the jet core is still taken as the single-track template.

As shown in Fig. 3.2, the dE/dx of a charged particle depends on its momentum. In

order to take into account the momentum of the tracks when building the two-track

templates, the following procedure was devised:

1. Single-track templates are built using single particle clusters from outside the jet

core, for different slices of track momentum.

2. Two values are sampled simultaneously from the two-dimensional distribution of

leading track momentum and subleading track momentum for tracks associated

with two particle clusters from inside the jet core.

3. Depending on the values sampled in the previous step, two values are randomly

sampled from the dE/dx distributions from the corresponding momentum slice.

4. The two values of dE/dx are summed. The resulting value is added to the two

track dE/dx template.

The results presented in the following section were obtained when considering the

momentum slices: ptrk < 40 GeV, 40 < ptrk < 80 GeV, 80 < ptrk < 120 GeV, 120 <

ptrk < 160 GeV and ptrk > 160GeV.

By repeating this procedure N times, a two-track template with N entries is built.

Three-track templates are built in an analogous manner. In order to study the Flost
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dependence on |η(trk)|, as well as pT(jet), dE/dx templates were built for different

|η(trk)| bins. The updated template definitions are summarised in Fig. 3.91. The single,

two and three-track templates derived as described, are shown in Fig. 3.8, for the

different pT(jet) and |η(trk)| bins considered in the analysis. Comparing the templates

for different |η(trk)|, for larger |η| the width of the dE/dx distribution decreases, and

the distribution also shifts towards larger values. This effect is expected, since a track

with larger |η| travels a longer path in the sensor2.

To reduce the impact of statistical fluctuations, the single-track template is smoothed

using kernel density estimation (KDE) [79]. This is implemented using the Roofit [80]

class RooKeysPdf. A fixed high smoothing parameter, ρ = 3, is used for the tail of the

dE/dx distribution, while a reduced smoothing parameter, ρ = 0.15, is used for the

core, given the amount of statistics in each part of the distribution. Two RooKeysPdf

objects, providing two smoothing predictions are used - KDEcore and KDEtail. The total

prediction is given by

P(dE/ dx) = (1− Erf(dE/dx− 3))×KDEcore + ((Erf(dE/dx− 3) + 1)×KDEtail,

(3.6)

in which the error functions are employed to ensure continuity between the predictions.

No mirroring is used at the boundaries in the KDE estimation3. The result of the KDE

smoothing for the lowest pT(jet) bin, can be found in Fig. 3.10. The smoothed single-

track templates for the remaining bins can be found in Appendix B. Since statistical

fluctuations present in the templates built directly from the data are smoothed out,

contrary to what was done in Ref. [2], the measurement distribution for each specific

|η(trk)| and pT(jet) is fitted using the templates derived for that same bin.

The number of tracks lost in reconstruction is obtained by performing a binned

maximum likelihood fit to the dE/dx distribution of single particle clusters from

inside the jet core. The single-track template used to fit this distribution is built from

clusters associated to tracks from outside the jet core. Fig. 3.11 shows the momentum

1There are two measurement distributions considered in the updated procedure, and a fit is also
performed to the two-track clusters from inside the jet core, as will be explained in the following.

2The length of the traversed path depends on local θ, which varies with track |η|.
3The mirroring option pertains to the behaviour of the KDE estimation in the boundaries of the

distributions. When mirroring is used, the dataset is mirrored at the boundary.
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Figure 3.8: Single, two and three particle templates for the pT(jet) and |η(trk)| bins
considered.
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Figure 3.9: Summary of the definition of the templates and measurement distribution
used in the updated procedure presented. Two measurement distributions are
considered, one using the dE/dx of one-track clusters from inside the jet core, as
done in Ref. [2], and another using two-track clusters from the same jet region.
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Figure 3.10: Single-track template before and after KDE smoothing, for 200 < pT(jet) <
400 GeV.
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distributions for tracks reconstructed inside and outside the jet core. Tracks from outside

the jet core tend to have a lower momentum and consequently the dE/dx distribution

of the clusters associated to those tracks will be shifted to lower values, with respect

to the dE/dx distribution for tracks inside the jet core. This means that the single-

track template is shifted towards lower dE/dx values, with respect to the one-particle

contribution in data. This effect is also observed for the constructed two and three-track

templates. Figure 3.12 shows the comparison between the two-track templates built

from the sampling method described and the dE/dx distribution of 2 track clusters from

inside the jet core. The two particle template is shifted towards lower dE/dx values. In

order to account for these discrepancies, three free parameters are added to the fit to

the measurement distribution, allowing each template to shift in dE/dx. Variations of

the templates were derived, by shifting them to lower and higher dE/dx values, and

are implemented for each template using a moment morphing technique [81]. In this

way, the PDF used to model each k-particle contribution is the result of interpolating

between three alternative templates. The nominal and shifted versions of each k-track

template are mapped to a parameter µk, with k = 1, 2, 3, in the following way:

• Default template mapped to µk = 0.

• dE/dx template artificially shifted to lower values mapped to µk = -1.

• dE/dx template artificially shifted to higher values mapped to µk = 1.

Figure 3.13 shows the single-track template distributions and their mapping to the

shift parameter. The interpolation between them is realized using the Roofit class

RooMomentMorph [81]. The value of µk is relative to the pre-fit size of the shift, which

is 0.3 MeVg−1cm2 for the single and two-track templates, and 0.6 MeVg−1cm2 for the

three-track template. The post-fit value of µk represents how much the k-track template

shifted to adapt to the measurement distribution, with respect to the nominal template

(e.g. µ1 = 1 represents a shift of 0.3 MeVg−1cm2 of the single track template towards

larger dE/dx values).

The µk parameters are constrained, by adding a Gaussian term to the likelihood.

From first principles, since the two and three-track templates are built by repeatedly
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Figure 3.11: Track momentum of tracks from inside the jet core (blue) and outside the
jet core (red), for 200 < pT(jet) < 400 GeV and 0 < |η(trk)| < 0.5.
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Figure 3.13: Mapping of shifted versions of the single-track template to µ1 parameter.

sampling the single-track template, the size of their dE/dx shift should be two and

three times the shift of the single-track template. The µk parameters are thus constrained

in the fit in the following way:

• µ1 is constrained by a Gaussian centred at 0, with width 1.

• µ2 - 2µ1 is constrained by a Gaussian centred at 0, with width 0.1.

• µ3 - 3/2µ1 is constrained by a Gaussian centred at 0, with width 0.1. The 0.5 factor

reflects the difference between the pre-fit size of the shift for µ3 and µ1.

The remaining free parameters in the fit are the normalisations of each template -

Nfit1
k , in which k = 1, 2, 3. Nfit1

k is the fit estimate for the number of clusters used by

k charged particles. Given that the measurement distribution is the dE/dx of single-

particle clusters, for every cluster compatible with a 2 (3) particle dE/dx, there was 1 (2)

lost tracks. In other words, Nfit1
1 translates to 0 lost tracks, Nfit1

2 to Nfit1
2 lost tracks and

Nfit1
3 to 2 ×Nfit1

3 lost tracks.

Flost2 is calculated using Eq. (3.7). As already explained, Nreco
2 , which is used in the

denominator in this expression, has a non-negligible contribution from clusters that
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were wrongly identified as multiply used. This contribution can be estimated by fitting

the dE/dx distribution of two track clusters from inside the jet core, and extracting the

normalisation of the single-track template (Nfit2
1 ). This value can be then subtracted to

Nreco
2 , correcting it. A modified expression of Flost2 including this correction is used to

obtain the results presented in the following section:

Flost2 =
Nfit1

2

Nreco
2 − 2Nfit2

1 + 2Nfit1
2

. (3.7)

The Flost calculation was further extended to take into account three particle clusters.

This means adding two lost tracks to Nlost and three expected tracks to Ntrue by every

single track cluster with a dE/dx compatible with the energy deposition of three

particles (from inside the jet core). In the same way, one lost track must be added to

the numerator by every two track cluster from inside the jet core with a three particle

dE/dx. In this case, there are three expected tracks, but two are already accounted for

in Nreco
2,3 , which is the is number of tracks, reconstructed inside the jet core, associated to

two or three track clusters. Flost is then obtained using the expression

Flost =
Nfit1

2 + 2Nfit1
3 + Nfit2

3

Nreco
2,3 − 2Nfit2

1 + 2Nfit1
2 + 3Nfit1

3 + Nfit2
3

, (3.8)

in which the superscript fit1 represents the fit to single track clusters and fit2 the fit to

two track clusters. The results are discussed in Section 3.4.

3.4 Results and discussion

Fig. 3.14 shows the result of the binned maximum likelihood fits to the dE/dx distributions

of single track clusters from inside the jet core, for the lowest jet pT bin considered. The

results are shown for different |η(trk)| ranges. The fit results for the remaining jet pT

bins can be found in Appendix A. The distributions display a clear peak compatible

with the dE/dx of one charged particle, and then a second, smaller peak at around

twice that energy. This second peak arises from track clusters which were identified

as singly-used in reconstruction, which are in fact merged clusters. For each one of
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these clusters, there was one track lost in reconstruction. The two particle contribution

becomes larger for higher |η(trk)| and jet pT. The contribution from three particle

clusters is negligible for lower jet pT and |η(trk)| bins, but becomes significant for high

jet pT and |η(trk)|4. Fig. 3.14 and the remaining fit results displayed in Appendix A

show that the single, two and three-track templates provide a good description of the

measurement distribution. In Fig. 3.15 the result of the fit to the E/dx distributions of

two track clusters from inside the jet core can be found for 200 < pT(jet) < 400 GeV. In

this case, the prominent contribution arises from two particle depositions, as expected.

The peak compatible with the dE/dx of one particle clusters arises from misidentified

clusters, as previously discussed. For all bins, there is also a significant contribution

from three particle clusters. For high dE/dx values the model underestimates the data,

indicating that there is a four-particle contribution which is not included in the model

is present in the data. In general, for both the fit to single track clusters and two track

clusters, the constrained shift parameters are pulled with respect to the value they are

being constrained to. This reflects the statistical power of the data to constrain the

parameters in the model.

Figure 3.16a shows Flost2 (obtained using Eq. 3.7) as a function of jet pT an track

|η|. Figure 3.16b shows Flost (obtained from Eq. 3.8). In general, the fraction of lost

tracks increases with jet pT, as was observed in Fig. 3.7. These results also show that

tracks with a larger |η| are more likely to be lost in reconstruction due to the dense

environment. Flost2 ranges between approximately 2 and 15%, which is comparable

to the values measured for 2015 data. When including three particle clusters, Flost

increases, ranging between approximately 4 and 20%. The error bars in Fig. 3.16 only

include statistical uncertainties. Besides the measurement done in data, it is important

to perform the same measurement for MC simulation, in order to understand how well

the inefficiency due to high density of collimated charged particles in high pT jets is

modelled. The data-to-MC ratio observed would represent a systematic uncertainty for

analyses targeting topologies with highly collimated tracks.

None of the sources of systematic uncertainties listed in Section 3.1 impact the

4For pT(jet) < 1000 GeV and |η(trk)| < 1, the three particle normalisation was fixed to 0 in the fit,
since it was found to be negligible for these bins.
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current measurement: there was no need to limit the fit range, since separate two and

three-track templates were built; and the KDE smoothing performed to the templates

reduced the impact of statistical fluctuations on the templates, such that the templates

built for each bin could be used to fit the corresponding measurement distribution.

Nevertheless, to fully validate the method and estimate residual biases, a truth-based

closure test should be performed, using for instance di-jet simulated events. Using

generator level information, the true Flost could be calculated and compared to the

estimate obtained through the method being discussed. Each simulated particle is

generated with a ”barcode”. At generator level it is possible to access the list of particle

barcodes associated with a cluster. After associating generated particles to clusters using

barcodes, one could count the true number of particles contributing to each cluster

(Ntrue
2 ). Nlost would be obtained by subtracting the number of reconstructed tracks

associated to each cluster to the true number of particles using it. Thus, the true Flost

could be calculated and compared to the measurement.

Another possible future study could be performing the fits allowing the widths of

the templates to float, giving more freedom for the model to adapt to the data. This

change could improve the data-model agreement in the fit to two track clusters from

inside the jet core. Further improvements could come from using a finer momentum

slicing for the single track-templates which are sampled from in the construction of the

two and three-track templates. This would improve the modelling of the dE/dx as a

function of momentum and therefore could improve the two and three-track templates.

Furthermore, a simultaneous fit to the dE/dx distributions of single and two track

clusters from inside the jet core could be performed, with correlated µk, allowing to

better constrain the shift in dE/dx of the templates.
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Figure 3.14: Result of the binned maximum likelihood fits to the dE/dx distribution of
single track clusters from inside the jet core, for 200 < pT(jet) < 400 GeV and different
|η(trk)| ranges. The bottom panel shows the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

1 ).
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Figure 3.15: Result of the binned maximum likelihood fits to the dE/dx distribution of
two track clusters from inside the jet core, for 200 < pT(jet) < 400 GeV and different
|η(trk)| ranges. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

2 ).
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Figure 3.16: Fraction of lost tracks as a function of pT(jet) and |η(trk)|. In (a) Flost2 is
calculated accounting only for two-particle clusters, while in (b) the calculation included
also three-particle clusters. Only statistical uncertainties are shown.
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Chapter 4

Non parametric data-driven background modelling

This chapter presents a novel, non-parametric data-driven background modelling

technique. In its application to an analysis, this technique employs a background

enriched data sample, obtained using a relaxed version of the selection requirements,

in order to estimate conditional probability functions. Two implementations of this

technique have been developed and presented in Ref. [4]. One relies on ancestral

sampling, while the second on conditional generative adversarial networks (cGANs).

The first had been already been deployed in several ATLAS searches for exclusive decays

of the Higgs and Z bosons [3, 82–84], prior to the publication of Ref. [4]. Nevertheless,

the method was further developed, studied and, for the first time, presented in full

detail in this latter publication. The author of this thesis performed the work of further

developing the method and fully characterising and validating its performance, through

its application to a H → φ(K+K−)γ search case study and by performing ensemble

tests. For completeness, the implementation using cGANs is also briefly discussed in

this chapter.

4.1 Motivation

Background modelling is a critical element of particle physics measurements and

searches. Monte Carlo (MC) simulations are often employed for the modelling of

background processes. However, in certain cases, it might not be possible to model

the background with enough accuracy using MC simulation, as is the case for fully
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hadronic backgrounds and ”fake” backgrounds, i.e. backgrounds composed of mis-

reconstructed physics objects. Furthermore, producing large enough samples may be

computationally costly. This becomes a limiting factor for analyses as the datasets

delivered by collider experiments become larger, and the production of larger MC

samples becomes necessary to match the statistical precision of the data. As a result,

theoretical and statistical uncertainties associated with the modelling of background

processes are often dominant uncertainties for analyses, limiting the sensitivity of

searches or the precision of measurements [85, 86].

Another commonly used class of methods, parametric methods, relies on the choice

of a functional form with a number of free parameters to fit the observed data, typically

in the signal side-band. Adding free parameters increases its flexibility to adapt to the

dataset, but decreases the statistical precision. Ultimately, the choice of parametrisation

can potentially bias the signal extraction procedure, since there is no guarantee that

it actually describes the underlying background shape. In order to address this issue,

”spurious signal” calculations are often performed, which quantify the bias arising

from different possible choices of background modelling function [7, 87]. To this

end, background-only MC samples are fitted with a signal-plus-background model.

Since there is no signal present in this samples, a non-zero post-fit signal yield is

considered ”spurious” and is taken as the estimate of the bias associated with the specific

background model being tested (NSP). This spurious signal effect is illustrated in Fig. 4.1.

In this example, data was generated following a second order exponential distribution

and fitted using a signal-plus-background model, with a first order exponential being

used as the background fitting function and a gaussian being used to model the signal.

The choice of background parametrisation does not have enough degrees of freedom

to describe the underlying distribution, falsely measuring a significant signal yield.

After performing spurious signal studies, different sets of criteria may be used to select

the background modelling function, but generally, the tested function with the least

associated bias and the least number of degrees of freedom is chosen. The NSP associated

with the selected function is then assigned as a systematic uncertainty. Since MC samples

are used to perform this test, many times the issue of MC statistics ends up being a

limiting factor, even if these samples are not being used directly in the modelling of the
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background: the resulting spurious signal just reflecting the statistical fluctuations of the

samples, inflating the associated systematic uncertainty, or even leading to a function

with more degrees of freedom being chosen, resulting in decreased statistical precision.

Moreover, these samples might not reliably describe the background, and often they

need to be reweighted to match data control regions, prior to the spurious signal studies

being performed. Some examples of recent results with significant spurious signal

uncertainties can be found in references [88–90].
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Figure 4.1: Representation of the ”spurious signal” effect.

Another way to deal with the inherent uncertainty associated with the choice

of background parametrisation is to treat it as a discrete nuisance parameter, in an

analogous way to the treatment of other uncertainties as continuous nuisance parameters [91].

In this method, referred to as the discrete profiling method, an ensemble of parametric

forms is combined at the likelihood level. Each background modelling function has

an associated profile likelihood curve, and instead of considering only one of these

when determining the best-fit value and uncertainty of the parameter of interest, the

overall minimum of the different profile likelihood curves (envelope) is considered.

A correction is further applied to the profile likelihood ratio to penalise functions
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with more degrees of freedom. Practical complications arise for analyses including

multiple event categories, with correlated systematics between them, since all possible

combinations of background functions for different categories must be considered, in

theory. In practise, approximations are often taken.

Data-driven alternatives for the modelling of backgrounds are widely used, like

ABCD method [92] and sideband methods. Also different non-parametric methods for

the modelling of smooth backgrounds have been proposed, for example using Gaussian

Processes [93]. A novel approach for non-parametric data-driven background modelling

was developed and it is discussed in the following sections. In its application to a specific

analysis, this technique relies on a relaxed version of the event selection, allowing

to estimate conditional probability density functions (PDFs) in a region enriched in

background events. A sample of pseudo-events is generated following this background

PDF and the analysis selection requirements are then applied to this background sample.

A description of the background shape in a discriminant variable can then be obtained.

Two implementations of this general strategy and their application to a case study are

presented.

4.2 Ancestral sampling

4.2.1 Overview of the method

In a typical particle physics search, the presence of a signal in a dataset is quantified

by performing a fit to the distribution of a discriminant variable in data. Therefore, the

accurate description of the shape of the background in that variable is essential. The

method presented in this section relies on ancestral sampling [94] from PDFs of the

relevant variables to model the background shape in a discriminant variable.

Consider a search for a decay of the form X → YZ. The statistical analysis is

often performed using the invariant mass of X, which is a compound variable of the

kinematics of the reconstructed YZ system. Through the modelling of the distributions

and correlations between the kinematic components of the Y and Z four-vectors one can

obtain the distributions of compound variables such as the invariant mass. The most
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general distribution describing the Y and Z four-vectors would be an eight dimensional

distribution of the kinematic components, which could be built as an eight dimensional

histogram. One can also factorise this eight dimensional PDF into the product of lower

dimensionality PDFs, by only explicitly describing the largest correlations observed

in data. This allows to only use more practical lower dimensionality histograms in

the modelling (up to three dimensions). Pseudo-events can then be generated through

sequential sampling from the factorised distributions: each event is described by the

values sampled for each kinematic component of the Y and Z four-vectors and the

compound kinematic properties calculated from them. One must note that other

variables, which affect the distribution of the compound variable of interest (which

could be for instance the isolation measures of X and Y employed in the selection),

should be included in the background PDF being sampled.

Different regions are defined for use in the background modelling process. The

Signal Region (SR) is the region which includes all the analysis selection requirements.

Ultimately, it is in the SR that the background shape must be described for further

analysis. A second region, which will be referred to as Generation Region (GR) is defined

by relaxing different SR requirements, enriching the sample in background events.

The factorised n-dimensional PDF is constructed to describe the data distributions in

this region. Finally, one might also define intermediate Validation Regions (VRs), by

applying the SR requirements on top of the GR, one at a time. The variables that are

used in selection criteria which is applied on top of the GR defining the SR must be

included in the modelling PDF, so that the compound variable of interest is modelled

accurately in the SR. The VRs allow to check the individual effect of each requirement

on the model.

The construction of the model PDFs can be done using the N events in the GR dataset

directly or, alternatively, one can sample N events from the GR with replacement and

then construct the PDFs. These two approaches are compared in the following and are

found to give similar results.
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4.2.2 Application to case study

4.2.2.1 Search for H → φ(K+K−)γ

To date, there has been no experimental confirmation of the coupling of the Higgs boson

to quarks of the first and second generations. These couplings could be probed through

exclusive decays of the Higgs boson into a meson and a photon [95–97]. Decays of this

type are rare and are yet to be observed. Various searches for these decays have been

performed at the LHC, by the ATLAS [3, 82–84] and CMS experiments [98, 99]. The

case study used in this section to demonstrate the application of the method is a search

for the Higgs boson decay into a φ meson and a photon. The ATLAS collaboration has

published such a search, which used a dataset collected at
√

s = 13 TeV, corresponding

to 36 fb−1 [100]. The φ meson is reconstructed in its φ → K+K− decay. The final state

consists of a pair of oppositely charged tracks, with an invariant mass consistent with

the φ mass, recoiling against an isolated photon. The main contributions of background

for this analysis are photon + jet processes and multijet processes, in which a pair

of charged particles from a jet form the φ meson candidate. It is difficult to reliably

model these processes using MC simulation, and as such this search represents an

ideal case study for this background modelling technique. A simplified version of the

H → φ(K+K−)γ search is employed here, using a sample of simulated background

events as the ”data”. The reconstruction and event selection used are very similar to the

ones described in Ref. [100].

Signal and background samples were generated using MC simulation. Only the

dominant signal and background processes were considered. Higgs boson production

through gluon fusion was simulated with Pythia 8.244 [101]. The CT14nlo PDF set [102]

was used. The Higgs boson was decayed using the same generator. No other Higgs

production and decay processes were simulated. In the case of the background, only

the γ + jet contribution was considered. This process was simulated using Sherpa

2.2.10 [103] with the NNPDF3.0 PDF set [104]. Up to two additional jets were simulated

at the matrix element level. The response of an LHC type detector is simulated using

version 3.4.2 of the Delphes framework [105]. The ATLAS-like configuration card

of Delphes was used, with minimal modifications to the charged hadron tracking
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resolution. The resolution from version 3.3.3 was used, since it was found to be more

representative of the tracking resolution of the ATLAS detector. 300 million events were

simulated. Accounting for the effect of the generator weights, this corresponds to an

effective integrated luminosity of 20 fb−1.

Events are required to have a photon with pT(γ) > 35 GeV and that is reconstructed

within |η(γ)| < 2.37, not including the transition region between the barrel and the

endcap of the ATLAS calorimeter, 1.37 < |η(γ)| < 1.52. φ meson candidates are

reconstructed from pairs of oppositely charged tracks, which are required to have

pT(K±) > 15 GeV and |η(K±)| < 2.5. Furthermore, the leading track of the pair must

fulfil pT(K±) > 20 GeV. These pT requirements reflect the trigger thresholds used in

Ref. [100]. φ candidates must satisfy 1.012 < m(φ) < 1.028 GeV. This considered range

accounts for the tracking resolution of the detector. φ candidates are also required to

be isolated: they must satisfy I(φ) < 0.5, with I(φ) being defined as the ratio between

the sum of the pT of tracks within ∆R = 0.2 of the leading track (excluding the tracks

that form the φ meson) and pT(φ). In each event, the photon candidate with the

highest pT and the φ candidate with an invariant mass closest to the φ meson mass

are selected to form the Higgs boson candidate. In order to target decay products

that are created back-to-back events are also required to satisfy ∆Φ(φ, γ) > π/2. A

requirement on the transverse momentum of the φ meson is also applied, depending on

the three-body invariant mass mφ,γ: for m(φ, γ) < 91 GeV a pT threshold of 40 GeV is

used; if m(φ, γ) ≥ 140 GeV, this threshold is instead 47.2 GeV; and for 91 ≤ m(φ, γ) <

140 GeV the threshold is linearly varied from 40 GeV to 47.2 GeV as a function of m(φ, γ).

This requirement was optimised for the simultaneous search for Higgs and Z bosons

decaying to φ γ. The set of criteria described defines the Signal Region (SR).

The presence of signal in the SR is quantified by performing a maximum likelihood

fit to the Higgs boson invariant mass distribution, m(φ, γ). Therefore, the m(φ, γ) shape

of the background must be derived. In the present example, the method is applied to

the γ + jet simulated sample.
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4.2.2.2 Model construction

As described in Section 4.2.1, a background enriched Generation Region is defined

by relaxing the SR requirements. In this case, the requirements on I(φ) and pT(φ) are

relaxed. Two validation regions, VR1 and VR2 are defined by applying the requirement

on pT(φ) and I(φ) on top of the GR, respectively. Table 4.1 summarises the definition of

the regions employed.

Minimum pT(φ) requirement Maximum I(φ) requirement
GR 35 GeV Not applied
VR1 Varying from 40 to 47.2 GeV Not applied
VR2 35 GeV 0.5
SR Varying from 40 to 47.2 GeV 0.5

Table 4.1: Definition of the regions considered in the background modelling.

The events in the GR (either directly or after sampling with replacement has been

performed) are used to construct histograms of the relevant kinematic and isolation

variables. The use of 2D and 3D histograms allows to describe the most important

correlations between variables which are observed in the data. By sequentially sampling

the constructed distributions, an ensemble of background pseudo-events is generated.

Each pseudo-event is fully described by the meson and photon four-vectors, which

form the Higgs pseudo-candidate, and by I(φ). Therefore, the components of the

meson and photon four-vectors and the I(φ) of the data events need to be described

by the background modelling generation templates. The list of histograms used in the

background modelling for this H → φ(K+K−)γ case study is reported in Table 4.2.

The sampling procedure from the templates, for each pseudo-event is represented

in Fig. 5.23 and goes as follows:

1. Values for pT(φ) and pT(γ) are simultaneously sampled from template A.

2. Given the values of pT(φ) and pT(γ) sampled in step 1, template B is projected

along the ∆Φ(φ, γ) dimension and a value for ∆Φ(φ, γ) is sampled. One must

note that the binning of pT(φ) and pT(γ) in template B is chosen to be coarser

than in template A.
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3. Depending on the value of pT(γ) sampled in step 1, template D is projected along

the I(φ) dimension and a value for I(φ) is sampled.

4. Given the value of ∆Φ(φ, γ) sampled in step 2, template C is projected along the

∆η(φ, γ) dimension and a value for ∆η(φ, γ) is sampled.

5. Templates E and F are independently sampled, and values for η(γ) and Φ(γ) are

defined. Imposing m(γ) = 0, the photon four-momentum becomes fully defined

at this stage.

6. A value for m(φ) is sampled from generation template G. η(φ) and Φ(φ) are

calculated from the previously sampled values of η(γ), Φ(γ), ∆Φ(φ, γ) and

∆η(φ, γ). The φ four-momentum is fully defined at this stage.

Template Name Dimensionality Variable 1 Variable 2 Variable 3
A 2D pT(φ) pT(γ) -
B 3D ∆Φ(φ, γ) pT(γ) pT(φ)
C 2D ∆η(φ, γ) ∆Φ(φ, γ) -
D 2D I(φ) pT(γ) -
E 1D η(γ) - -
F 1D Φ(γ) - -
G 1D m(φ) - -

Table 4.2: The definition of the generation templates used in the sampling sequence.

By repeating this steps N times, an ensemble of N background pseudo-events is

generated in the GR. Composite variables such as m(φ, γ) and pT(φ, γ) can be calculated

for each event. After applying the SR requirements to the GR pseudo-event sample, one

can obtain the m(φ, γ) background shape in SR. Besides obtaining a prediction for the

background shape, the normalisation of the background in SR is also predicted. This is

done by scaling the distributions by the ratio of the number of data events in GR to the

number of generated pseudo-events (N). The validation regions are scaled in the same

way. Accounting for the generator weights, the GR contains 30175 events, while the SR

contains 11885 events.

The linear correlations between the variables directly included in the modelling and

m(φ, γ) can be found in Fig. 5.24, both for the sample of simulated γ + jet events and

for the background pseudo-events. In general, the magnitude and hierarchy of the
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Figure 4.2: Schematic of the sampling sequence followed in the modelling. Variables
not included in the schematic are sampled in a factorised, uncorrelated, manner from
an 1-dimensional template. Groups of two (three) variables represent two (three)-
dimensional templates. Arrows are used to show the sequential order of the steps in
the sampling. Variables are highlighted with color at the step in which they are defined
for each pseudo-candidate. In this schematic, ”Iso” stands for isolation.

linear correlations measured in data is well described by the model. Two dimensional

distributions between two of the most correlated variables in the γ + jet sample are

shown in Fig. 4.4. These distributions show hints of a non-trivial correlation between

these variables, which is not strictly linear, and which the modelling tries to capture

through the sampling.

Data-model comparisons for the distribution of the compound variable of interest,

m(φ, γ), are shown in Fig. 4.5 and Fig. 4.6, for the cases in which the GR dataset is

sampled directly and after sampling with replacement, respectively. The distributions

are shown in all the regions defined in Table 4.1. The good agreement that can be seen

for both the realisations of the modelling and for the different regions, reflects the good

description of the relevant correlations between variables in the γ+ jet GR event sample.

Some residual mis-modelling can be seen in SR for low values of m(φ, γ). Such small

deviations are addressed by the implementation of shape systematic uncertainties, as

explained in Section 4.2.2.4. SR distributions of other compound and primary variables

of the modelling can be found in Appendix C. Given the observed similar performance

between the model when sampling the GR dataset with or without replacement, in the

remaining studies of this section results will be shown only for the sampling without
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Figure 4.3: Observed linear correlations between the variables included in the
background modelling, shown for the γ + jet MC sample (left) and the pseudo-events
sample (right), in the GR. The background model was constructed by directly sampling
the GR.
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Figure 4.4: Two dimensional distributions of pT(γ) versus ∆Φ(φ, γ) (left) and pT(φ)
(right).
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Figure 4.5: m(φ, γ) distributions in the regions considered for the γ + jet MC sample
and background model built using the events in GR directly.

4.2.2.3 Signal injection tests

In the previous section, the modelling was demonstrated using a background-only

γ + jet sample. In a real search, a contribution from signal events might be present in

the SR dataset. The GR is constructed with the intention of performing the modelling
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Figure 4.6: m(φ, γ) distributions in the regions considered for the γ + jet MC sample
and background model built after sampling with replacement from the GR.
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using a dataset dominated by background events. However, in a case in which the

sensitivity to the signal is large, and consequently the signal-to-background ratio in

GR is large, the performance of the background modelling method could degrade.

In order to quantify the effect of a significant signal contribution on the background

modelling, signal injection tests were performed. 130 H → φ(K+K−)γ signal events

were added into the γ+ jet GR dataset, corresponding to 10.4% of the background in the

122.5 < m(φ, γ) < 127.5 GeV region in which the signal is located. This level of signal

contamination in the GR would lead to an observation of the H → φ(K+K−)γ signal,

with an estimated 5.5σ significance in SR. After the injection of signal events in the

GR, the background modelling PDFs were constructed and a sample of pseudo-events

was generated as described in Section 4.2.2.2. The comparison between the resulting

background model and the ”nominal” model derived without any signal injection can

be found in Fig. 4.7. The background estimate between 122.5 < m(φ, γ) < 127.5 GeV

in the SR increased just by 2%. This result shows the robustness of the method under

signal contamination. The background model behaves in the same way in the presence

of any resonant contribution, since the features of these contributions are diluted by

the process of factorising the background n-dimensional PDF to the product of lower

dimensionality distributions. This means that any resonant background needs to be

modelled separately.

4.2.2.4 Systematic uncertainties

A strategy for the implementation of systematic uncertainties associated with the

predicted shape of the background, which allows analyses to account for potential

residual mis-modelling, is presented and demonstrated in this section.

Variations of the nominal background model shape are derived, to ultimately be

incorporated in the likelihood fit, allowing the background PDF to adapt to the observed

dataset. The moment morphing technique described in Ref. [81] is employed, with

each variation being controlled by a nuisance parameter. When devising the set of

alternative shapes, one should try to capture different modes of deformation of the

nominal background shape, trying to minimise the correlations between the derived

shapes. The exact size of the variations is not as important as it only needs to be large
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Figure 4.7: Comparison of the m(φ, γ) background model distributions for the GR (a)
and the SR (b), derived with and without an injection of signal events in the GR dataset.

enough to allow the corresponding nuisance parameters to be constrained in the fit to

the data. Furthermore, the nuisance parameters might be completely free or constrained

by adding a Gaussian term to the likelihood.

”Up/down” pairs of approximately anti-symmetric shapes around the nominal

background shape are generated either through modifications of the background

modelling procedure or through direct transformations of the nominal shape. For

the purposes of this demonstration, the following variations were used:

• A shift by A to the pT(γ) of each generated pseudo-event, pT(γ) = pT(γ)± A1.

• A multiplicative transformation of the ∆Φ(φ, γ)/π distribution by a function of

the form B + C× ∆Φ(φ, γ). The up (down) variations are obtained by choosing a

positive (negative) value for the coefficient C.

• A direct multiplicative transformation of the m(φ, γ) distribution by a function of

the form D×m(φ, γ) + E. The up (down) variations are obtained by choosing a

positive (negative) value for the coefficient D.

1This variation is applied after the pseudo-event has been fully defined and as such it does not alter
the values of the other φ and γ properties
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Fig. 4.8 shows the effect of these three pairs of shape deformations on the m(φ, γ)

distribution. The difference between each variation and the nominal shape is the pre-

fit size of the corresponding variation. These variations are implemented in the fit

(detailed in the following section) using the RooFit class RooStarMomentMorph, which

allows to interpolate between the alternative shapes as described in Ref. [81]. Each

pair of variations is controlled in the fit by a nuisance parameter, α. The up and down

templates are mapped in the fit to α = 1 and α = -1, respectively. This means that the

post-fit value of each parameter can be interpreted as how much the final shape varied

from the nominal shape towards each of the alternative shapes: a negative α means

the final shape is more ”down-like”, while a positive α value shows that it is more

”up-like”.
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Figure 4.8: Alternative m(φ, γ) distributions for the GR (a) and SR (b) obtained by
performing modifications to the modelling procedure or by directly transforming the
nominal invariant mass shape.

4.2.2.5 Implementation in statistical analysis

A binned maximum likelihood fit is performed to the m(φ, γ) distribution of the γ + jet

sample in SR. The signal is modelled in the fit by the sum of two Gaussian functions with

the same mean and different widths, which are fixed in the fit. The background PDF
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results from the interpolation between the shape variations described in the previous

section. Each of these variations is modelled by a PDF which is obtained from a

linear interpolation of a finely binned histogram, which is the output of the background

modelling. Each variation is controlled by an individual nuisance parameter: α(pγ
T shift),

α(∆Φ tilt) and α(mass tilt). The first two parameters are constrained in the fit, while

α(mass tilt) is left free. The signal and background strengths are also free in the fit,

controlling the normalisation of each contribution. µsignal corresponds to 50 signal

events and µbkgd = 1 corresponds to the background prediction in SR which is

extrapolated from the GR.

Fig. 4.9 shows the result of the fit. The post-fit values of the parameters are listed

in Table 4.3. As expected since no signal is present in the dataset being fitted, the post

fit value of µsignal is consistent with zero. The fact that the post-fit values of the shape

nuisance parameter are non-zero shows the capability of the model to absorb residual

background mismodelling. The uncertainties on these parameters show the statistical

power of the data to constrain them relative to their pre-fit size.

Parameter Value Uncertainty (±1σ)
µsignal −0.07 ±0.54
µbkgd 1.01 ±0.01

α(pγ
T shift) 0.26 ±0.15

α(∆Φ tilt) 0.30 ±0.43
α(mass tilt) 0.10 ±0.24

Table 4.3: Post-fit parameter values and corresponding uncertainties.

The impact of each systematic variation on the signal strength was quantified by

fixing the corresponding parameters, one at a time, to the respective post-fit value listed

in Table 4.3 post or minus the reported uncertainty, and repeating the fit. The resulting

change in signal strength, normalised by σµsignal is reported for each case in Table 4.4.

4.2.3 Ensemble tests

The performance of the method is validated through an ensemble of independent toy

experiments. For each experiment, an independent dataset is used to produce a sample

of peudo-events using the background modelling procedure. A binned maximum
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Figure 4.9: Result of a signal-plus-background binned maximum likelihood fit to the
γ + jet MC sample using the described background modelling technique. The residuals
panel shows the difference between the data and the post-fit signal-plus-background
model.

∆µsignal/σµsignal

α(pγ
T shift)

+1σ -0.18
−1σ +0.17

α(∆Φ tilt) +1σ +0.07
−1σ -0.11

α(mass tilt) +1σ -0.22
−1σ +0.19

Table 4.4: Effect of the background modelling systematic variations on the signal
strength.
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likelihood fit is then performed to the corresponding original dataset, using the derived

model as described in Section 4.2.2.5.

Since it would be computationally expensive to produce a large enough number

of events for the ensemble tests in the manner described in Section 4.2.2.1, instead, an

ensemble of synthetic datasets was generated through sampling from analytic functions.

The analytic function used for the generation were chosen trying to reproduce the

distributions of variables observed for the γ + jet MC sample, used in the case study.

Synthetic events were generated as follows:

1. A value for m(φ, γ) was sampled from a Landau function.

2. Given the value sampled in the previous step, a value for pT(φ, γ) was sampled

from a Gaussian whose mean and width are functions of m(φ, γ).

3. A value for η(φ, γ) was sampled from the sum of two Gaussian functions, with

the same width and opposite sign means (±µ).

4. A value for Φ(φγ) was sampled from an uniform distribution defined in the

{−π, π} range. At this stage the synthetic Higgs four momentum vector is fully

defined.

5. The synthetic Higgs candidates are decayed using TGenPhaseSpace, which performs

phase space sampling. With this step, the φ and photon four momentum vectors

are defined.

6. Depending on the value of pT(φ), a value for I(φ) is sampled from a linear function

of pT(φ).

7. φ → K+K− decays are simulated using TGenPhaseSpace. The K+ and K− four

momentum vectors are defined at this stage.

An ensemble of 400 independent event samples was generated. The number of

synthetic events in each sample was chosen in order to match the effective statistics

of the γ + jet MC sample at SR level. Each sample contains N events, with N being

sampled from a Poisson distribution centred at 30000. The definitions of the generation,
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validation and signal regions used can be found in Table 4.5. After applying the listed

requirements, each sample has approximately 23000 events in the GR and 16000 events

in the SR.

Region Requirements

GR pT(leading track) > 20 GeV, pT(subleading track) > 15 GeV
VR1 GR + pT(γ) > 35 GeV
VR2 GR + pT(φ) > 40 GeV
VR3 GR + ∆Φ(φ, γ)/π > 0.5
VR4 GR + I(φ) > 0.5
SR All of the above

Table 4.5: Definition of the regions employed in the background modelling for each
synthetic background dataset.

The procedure to generate one pseudo-event in each toy experiment, represented

in Fig. 4.10, is the following:

1. Values for pT(φ) and pT(γ) are simultaneously sampled from a two-dimensional

histogram.

2. ∆η(φ, γ) is described in bins of pT(φ) and pT(γ), in a three-dimensional histogram.

Given the values of pT(φ) and pT(γ) sampled in step 1, the template is projected

along the ∆η(φ, γ) dimension and a value for ∆η(φ, γ) is sampled.

3. I(φ) is described in bins of and pT(γ), in a three-dimensional histogram. Given

the values of pT(φ) and pT(γ) sampled in step 1, the template is projected along

the I(φ) dimension and a value for I(φ) is sampled.

4. ∆Φ(φ, γ) is described in bins of pT(γ) and ∆η(φ, γ), in a three-dimensional

histogram. Given the values sampled for pT(γ) and ∆η(φ, γ), the template is

projected along the ∆Φ(φ, γ) dimension and a value for ∆Φ(φ, γ) is sampled.

5. Values for η(γ) and Φ(γ) are sampled from the corresponding one-dimensional

histograms. Imposing m(γ) = 0, the photon four-momentum of the pseudo-event

becomes fully defined at this stage.

6. A value for m(φ) is sampled from the corresponding one-dimensional histogram.

η(φ) and Φ(φ) are calculated from the previously sampled values of η(γ), Φ(γ),
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∆Φ(φ, γ) and ∆η(φ, γ). The φ four-momentum of the pseudo-event is fully

defined.

Δ  (  ,γ)Δη(  ,γ)

pT(γ)pT(  )

   IsoΔη(  ,γ) pT(γ)pT(  )ϕ

ϕ

pT(γ)pT(  )ϕ ϕ

ϕ

ϕ

ϕ pT(γ) Φ

Figure 4.10: Schematic of the sampling sequence followed in the modelling of each
independent dataset in the ensemble. Variables not included in the schematic are
sampled in a factorised, uncorrelated, manner from an 1-dimensional template, as
described in Table 4.2. Groups of two (three) variables represent two (three)-dimensional
templates. Arrows are used to show the sequential order of the steps in the sampling.
Variables are highlighted with color at the step in which they are defined for each
pseudo-candidate.

By repeating the sequential sampling N times, the pseudo-events sample is generated.

Fig. 4.11 shows the comparisons between the m(φ, γ) distributions of one of the synthetic

datasets and the corresponding generated background model (built using the events in

the GR directly), for all the regions defined in Table 4.5. Good agreement can be seen

between the dataset and the model.

For each toy experiment, a fit was performed to the synthetic dataset as explained

in Section 4.2.2.5. Two different means were considered for the double gaussian which

is used to model the signal: 125 GeV, locating the signal on the peak of the m(φ, γ)

distribution, and 150 GeV, locating the signal in a region in which the background is

smoothly falling. These ensemble tests were performed both when the sampling is

done directly from the GR, or after sampling with replacement. The distributions of the

pull of the signal strength for the ensemble of toy experiments were plotted and can be

found in Fig. 4.12. The pull is defined as

pull =
µfitted

signal − µtrue
signal

σsignal
. (4.1)
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Figure 4.11: m(φ, γ) distributions in the GR, VR1, VR2, VR3, VR4 and SR for the
synthetic dataset and background model built using the events in GR directly, for one
of the toy experiments.
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Since there is no signal present in each synthetic dataset, µtrue
signal = 0. In all cases,

the ensemble tests show that the modelling method provides a sufficiently accurate

background description, with no substantial bias to the signal extraction. The maximum

pull value observed was 0.18. One must note that assigning an uncertainty on the

signal strength corresponding to 18% of its post-fit uncertainty would only increase the

total uncertainty by 2%. One can also take as reference the level of bias on the signal

extraction which is taken as acceptable in various ATLAS analyses when choosing the

analytical form of background modelling shape. Functions with an associated bias

up to 20% of the statistical uncertainty on the signal strength are considered [87, 90].

Nevertheless, the acceptable bias associated with the background model should be

evaluated on a case-by-case basis, depending on the level of precision of the analysis

being performed.

For the ensembles in which the background modelling was performed by sampling

directly N events from the GR, the standard deviation of the pull distributions are

significantly below one, suggesting that the uncertainty on the signal strength is

overestimated. This effect arises because the events in the GR are not independent from

the events in the SR, since the SR is subset of the GR. Fig. 4.13a shows the comparison

between the synthetic dataset and the generated background model, for two different

toy experiments. It can be seen that the background model reproduces the specific

fluctuations of each dataset to a certain extent. The impact of this effect depends on the

amount of overlap between the events in the SR and the events in the GR, NSR/NGR.

The ensemble test were repeated for different values of NSR/NGR and it was verified

that when NSR/NGR tends to zero the width of the pull distribution tends to unity, as

is shown in Fig. 4.13b. Published analyses that previously used this method [82–84,

100, 106] have a NSR/NGR ratio of approximately 0.1, therefore this effect is negligible.

Nevertheless, there might be cases in which it might not be possible to achieve a small

GR-to-SR efficiency, due to experimental constraints. In those cases, the model can be

generated after sampling with replacement from the GR, which effectively removes

the correlations between the original dataset and the background model; alternatively,

the signal strength uncertainty can be corrected according to ensemble test studies.

Fig. 4.13b shows that for all NSR/NGR considered, the pull distribution of the ensemble
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using sampling with replacement has a width significantly closer to unity, comparatively

to the experiments in which each event in the GR is only used once.

4.3 Conditional generative adversarial networks

As discussed in the previous sections, the ancestral sampling technique provides an

accurate description of a background, in a non-parametric, data-driven way. However,

in the case of a search relying on multivariate analysis techniques for the discrimination

between signal and background, it would become impractical to use the ancestral

sampling approach. Furthermore, even though the method is robust under signal

contamination, as was shown in Section 4.2.2.3, no signal region blinding strategy was

proposed. Trying to address these issues, a generalisation of the method was developed

relying on generative adversarial networks (GANs) [107] trained on data to produce the

background model. GANs are machine learning models consisting of a pair of neural

networks, a generator and a discriminator. The generator network is trained to generate

simulated data by learning the features of an input dataset, while the discriminator

network is simultaneously trained to differentiate the input dataset from the generator’s

output. This is represented in Fig. 4.14. The subject of GANs and their applications to

high energy physics has been gaining popularity in the last years, given their capability

to generate large samples significantly faster then other techniques [108, 109].

In order to address the possible presence of a signal contribution in the training

dataset, this implementation of the background modelling technique was devised to

allow the signal region to be blinded during training. For this purpose, a conditional

generative adversarial network (cGAN) [110] was used. When trained on a dataset, a

cGAN learns a generative model of the conditional probability density distributions

of the features of the data, given the value of a variable. In this case, this conditioning

variable is chosen to be the blinding variable, for which the window containing

the signal is kept blinded during training. If one inputs the full distribution of the

conditioning variable after the training, the cGAN is able to extrapolate its prediction of

the background shape from the sidebands to the blinded signal region. Fig. 4.15 shows

a schematic of a cGAN.
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Figure 4.12: Distributions of the signal strength post-fit values for the different
experiments in the ensemble, normalised to the corresponding uncertainty, for two
mass hypotheses: for Fig. 4.12a and Fig. 4.12b the mean of the signal distribution is
125 GeV; for Fig. 4.12c and Fig. 4.12d the mean of the signal distribution is 150 GeV In
Fig. 4.12a and Fig. 4.12c the background model is obtained by sampling the GR directly,
while in Fig. 4.12b and Fig. 4.12d sampling with replacement is used. The mean and
standard deviation of each distribution is reported in the plots.

94



50 100 150 200 250 300

) [GeV]γ,φm(

0

0.2

0.4

0.6

0.8

1

3
10×

E
v
e
n
ts

 /
 5

 G
e
V

Ensemble 2

GR Model

SR Model

GR Data

SR Data

Ensemble 1

GR Model

SR Model

GR Data

SR Data

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

GR/NSRN

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

P
u
ll 

W
id

th

Modelling from GR

Modelling from GR sampled with replacement

(b)

Figure 4.13: (a) Synthetic dataset and background model comparison for two distinct
experiments in the ensemble. The sampling from GR utilises each of the N events once.
(b) The width of the pull distribution for ensemble tests performed using different
NSR/NGR. A shift of -0.5% along the horizontal axis was applied to the red markers, to
improve visibility.

Figure 4.14: Schematic of a generative adversarial network [4].

Figure 4.15: Schematic of a conditional generative adversarial network [4].

95



4.3.1 Case study: search for H → Za→ µµ + jet

Light pseudo-scalar particles, which can be produced in decays of the Higgs boson, are

predicted by several beyond the SM theories [111]. A search for decays of the Higgs

boson into a Z boson and an hadronically decaying light scalar, a, has ben recently

published by ATLAS [112]. The a particle was reconstructed as a single jet, while the Z

boson was reconstructed in its leptonic decays (Z → µ+µ− and Z → e+e−).

The main background of this search arises from Z + jets events. The analysis

used a modified ABCD method, including a MC-based correction, to estimate this

background. Furthermore, a multilayer perceptron (MLP) [113] classifier was employed

for signal/background discrimination. The MLP was trained on jet substructure

variables, which included: the ∆R between the leading track and the jet axis (∆RLeadTrack);

the ratio between the pT of the leading track and the sum of the pT of all tracks in the

jet (pTLeadTrack/pTLeadTrack); angularity [114]; and U1, a modified energy correlation

function [115]. The use of MVA techniques, allied to the fact that statistical and

theoretical MC uncertainties were reported as the dominant uncertainties for the

analysis, make this an ideal case study to demonstrate the application of the background

modelling method using cGANs.

In the following section, a summary of the application of the method to a simplified

version of the H → Za→ µµ + jet search is presented. These studies are presented in

full detail in [4]. For the purposes of this demonstration, only the Z → µ+µ− decays

are considered in the analysis. A sample of Z + jets simulated events is treated as the

”data” to be modelled. The Z + jets sample was generated using Pythia 8.244 with the

CT14nlo PDF set. The detector response was simulated using Delphes, as described

in Section 4.2.2.1.

4.3.2 Application to case study

The cGAN is trained on the Z + jets MC sample. The chosen conditioning variable is the

invariant mass mµµj, which is blinded for training in the window 123 < mµµj < 135 GeV.

The variables included in the training of the cGAN are the four jet substructure variables:

∆RLeadTrack, pTLeadTrack/pTLeadTrack, angularity and U1. These are the inputs to the
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MLP used in the selection. Before training, the requirement on the MLP classifier

is removed, ensuring that the training dataset is dominated by background events.

The cGAN learns the generative model of the probability density distributions of the

jet substructure variables in data, given the value of mµµj. After training, the full

inclusive distribution of the invariant mass in data (without the MLP-based selection)

is provided to the cGAN, and the cGAN extrapolates the background prediction for

the jet substructure variables from the mµµj sidebands into the blinded mµµj region.

In this way, a sample of background pseudo-events is generated, each one defined

by (mµµj, ∆RLeadTrack, pTLeadTrack/pTLeadTrack, angularity, U1). From the values of the

jet substructure variables, the output of the MLP classifier can be calculated for each

pseudo-event. The requirement on this output is then applied to the sample of pseudo-

events. The shape of the background on mµµj in SR can be obtained in this way, and can

be used to model the background in a fit to the data.

In order to reduce the uncertainty due to the training, an ensemble of 100 cGANs

is used. The performance of each cGAN is evaluated using a 2D χ2 metric, based on

the difference between the distribution of the data and of the background prediction

in mµµj and the MLP output. 25% of the events of the Z + jets sample are not used

in the training, and are kept as the validation dataset, for which the χ2 is calculated.

Ultimately, the background prediction is obtained from the average of the top 5 cGANs.

Uncertainties associated the background modelling technique can then be derived from

the differences between each individual cGAN and the average.

The performance of the background modelling technique is verified in Fig. 4.16

and Fig. 4.17. Fig. 4.16 shows the distribution of the jet variables for the Z + jets

sample and the pseudo-events sample, for events in the blinded invariant mass region.

The good agreement that is seen proves the ability of the cGAN to extrapolate the

background prediction from the sidebands. Fig. 4.17 shows these same distributions

but for event in the sidebands. The low and high mass sidebands are shown separately.

The fact that the cGAN can provide a good description for both sidebands shows that

the cGAN is able to learn the dependence of the jet variables on mµµj.
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(a) (b)

(c) (d)

Figure 4.16: Distributions of the jet substructure variables for the Z + jets MC sample
and for the background model, for events with 123 < mµµj < 135 GeV.
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(a) (b)

(c) (d)

Figure 4.17: Distributions of the jet substructure variables for the Z + jets MC sample
and for the background model. The distributions are shown for the low and high mµµj
sidebands separately.
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Chapter 5

Search for exclusive hadronic decays of the W boson

This chapter describes the search for exclusive hadronic decays of the W boson with the

ATLAS experiment using Run 2 LHC data, which has been recently submitted to PRL

and made public in Ref. [116]. Three decays were targeted: W± → π±γ, W± → ρ±γ

and W± → K±γ. As listed in Table 1.1, the world’s best limit on the branching fraction

of W± → π±γ is < 7× 10−6 at 95% CL [34], which corresponds to 1750× SM value [28].

No experimental constraints had been set on B(W± → ρ±γ) and B(W± → K±γ) before

this search was performed.

The decay channels in question have distinct experimental signatures: in the case of

W± → π±γ and W± → K±γ one isolated high pT track recoils against an isolated high

pT photon; in the case of the W± → ρ±γ, the ρ± meson decays into π±π0 within the

detector volume, resulting in an additional electromagnetic energy deposition due to the

neutral pion. The π± and K± in the final state cannot be distinguished experimentally

by the ATLAS detector, due to its limited particle identification capabilities for high

momentum hadrons. The analysis employed two different reconstruction strategies

for the meson in the decays, which define two different final states. These will be

referred to throughout this chapter as the track-photon and tau-photon final states. The

track-photon final state was optimised to target the W± → π±γ and W± → K±γ decay

channels, and reconstructs the meson as a track. The second final state, tau-photon,

was devised to target the W± → ρ±γ decay channel and reconstructs the ρ± as a tau

object with exactly one associated charged track and a neutral pion, taking advantage

of the similarities between the ρ± decay and hadronic τ-lepton decays. A different
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selection was applied to events reconstructed in the two different final states, with the

largest difference being the trigger selection. Dedicated triggers requiring a high pT

track and a high pT photon were employed in the selection of the events reconstructed

in the track-photon final state, while triggers requiring two photons were used to select

events reconstructed in the tau-photon final state. These two trigger strategies were

found to be practically orthogonal, i.e. to select different events. Even though the event

selection used in track-photon final state was defined to optimise the sensitivity to the

W± → π±γ and W± → K±γ decay channels, this final state is still sensitive to the

W± → ρ±γ decay. The orthogonality between the triggers used in the two final states

allowed the combination of the two data event samples in a simultaneous fit to the

W boson invariant mass distribution in data, increasing the overall sensitivity of the

analysis to the W± → ρ±γ decay.

Throughout this chapter the analysis strategy employed for each of the two final

states will be described, with more detail being given to the track-photon final state

analysis which corresponds to the author’s main contribution. The statistical analysis in

both final states was fully performed by the author and as such will be presented in full.

The analysis employs the background modelling technique presented in the previous

chapter, in both final states.

5.1 Data and Monte Carlo simulation samples

5.1.1 Data samples

A data sample collected during Run 2 of the LHC at
√

s = 13 TeV is used in the analysis.

Only events included in the GRL are considered for the analysis. The dedicated triggers

used in the track-photon final state selection only became active from 2016 onwards, and

as such, data from 2015 is not analysed in this particular final state. The data collected

by the dedicated triggers corresponds to 136.8 fb−1. The full Run 2 dataset is instead

used for the tau-photon final state analysis, corresponding to 140 fb−1.

Due to the differences in reconstruction and selection between the two final states,
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two derivations were employed: HDBS2 for track-photon and STDM14 for tau-photon1.

To be retained by the HDBS2 derivation an event must:

• have been recorded by at least one of the dedicated track-photon triggers;

• have at least one photon with pT > 30 GeV and |η| < 2.5;

• have at least one track with pT > 30 GeV;

• have at least one W candidate with ∆Φ(track, γ) > 0.766;

• have at least one W candidate with m(track, photon) > 55 GeV.

Instead, the STDM14 derivation relies on di-photon trigger skimming and requires events

to have at least one reconstructed photon and one hadronic tau object (τhad).

5.1.2 Signal Monte Carlo samples

W± → π±γ, W± → K±γ and W± → ρ±γ Monte Carlo (MC) samples were generated

with POWHEG-BOXv1 [117] at next-to-leading order (NLO), using CT10 parton distribution

functions [118]. W± → µ±ν events are generated initially; W± → π±γ, W± → K±γ

and W± → ρ±γ events are generated by editing the Les Houches Event files (LHE) [119]

on-the-fly and by replacing the muon and neutrino in each event by a meson and a

photon. The modelling of the parton shower, hadronisation and underlying event is

performed using the PYTHIA 8.243 [120] event generator in the case of the W± → π±γ

sample and PYTHIA 8.244 in the case of W± → K±γ and W± → ρ±γ samples. The

CTEQ6L1 PDF set [121] configured following the AZNLO tune [122] was used. The

ATLAS detector response is simulated with GEANT4 [123].

The W+ and W− samples are added, weighted by their respective cross-section. The

cross sections measured by the ATLAS experiment are taken from [25]: σW+ ×B(W →

lν) = 11.83 ± 0.41 nb and σW− × B(W → lν) = 8.79 ± 0.30 nb, with B(W → `ν) =

0.1086 [15].

Due to different detector conditions, different samples with different configurations

are produced corresponding to each year of Run 2 of the LHC: MC16a for 2016, MC16d

1HDBS and STDM stand for Higgs and Diboson Searches and Standard Model, respectively.
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for 2017 and MC16e for 2018. The number of events generated in each signal sample

can be found in Table 5.1. The samples from the different MC campaigns are weighted

according to the total integrated luminosity for the respective year.

MC16a MC16d MC16e
W+ → π+γ 25k 35k 45k
W− → π−γ 25k 35k 45k
W+ → K+γ 20k 20k 30k
W− → K−γ 20k 20k 29k
W+ → ρ+γ 30k 40k 50k
W− → ρ−γ 30k 40k 50k

Table 5.1: Number of generated events for each simulated decay process.

MC events are re-weighted to match the distribution of the average number of

interactions per bunch crossing (pile-up) observed in data. At reconstructed level, scale

factors (SF) are applied to account for the mismatch between data and simulation on

identification, isolation and trigger efficiencies. Additionally, each event is generated

with an associated weight by the MC generator. In summary, each MC event is weighted

by a weight w, as follows:

w =
wMC

i × wPU
i × wPol

i × SF×L× σW

∑N
i wMC

i

, (5.1)

in which wMC
i is the event generator weight, wPU

i the pileup correction and N the total

number of events in the sample. wPol
i is a weight associated with the polarisation of

each of the signal decays, discussed in the following subsection.

5.1.2.1 Polarisation reweighting

The signal samples are generated isotropically and reweighted to account for the

predicted angular distribution of the decay products. In order to perform such calculations,

one must first choose a reference frame and a polarisation axis, z. Several definitions of

the polarisation axis can be found in literature. In the case of a collider experiment, they

can be defined in relation to the production plane, which is the plane formed by the

momenta of the two colliding beams in the decaying particle’s rest frame. Two possible

choices of frame, both with the z axis belonging to the production plane are the helicity
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frame (HX) and the Collins-Soper frame (CS). In the case of the helicity frame, the z axis

is chosen to be in the flight direction of the decaying particle, in the center-of-mass of

the colliding beams (the laboratory frame). The Collins-Sopper z axis is instead defined

in the direction of the bisector between the momentum of one colliding beam (h1) and

the opposite of the other (h2), in the particle’s rest frame. Fig. 5.1 illustrates the different

possible polarisation axes. For both the helicity and Collins-Sopper frame the y axis is

in the direction perpendicular to the production plane. The x axis is the cross product

of the defined y and z axes.

Figure 5.1: Graphical representation of the possible choices of polarisation axis with
respect to the momenta of the colliding hadrons h1 and h2 [124].

Two body decays of the form p1 → p2p3, such as the W± → π±γ and W± → K±γ
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decays, have an angular distribution that follows the expression from [125]

I(θ) ∼ ∑
λ1λ2λ3

|ds1
λ1,λ2−λ3

|2|Aλ2λ3 |
2, (5.2)

where d are the Wigner D-matrix elements, λ the helicities, s the spin of the particle

in question, and A the helicity amplitudes. θ is defined with respect to the helicity

polarisation frame: it is the angle between the direction of particle 2 in the rest frame of

particle 1 and the direction of particle 1 in the lab frame. In the case of the W± → π±γ

and W± → K±γ decays, the helicity of the photon (particle 3) is λ3 = ± 1, since the

photon can only be transversely polarised and the pion/kaon (particle 2) is a spin 0

particle which has λ2 = 0. The W boson is a spin 1 particle which can have λ1 =

-1,0,1. Nevertheless, to conserve helicity in the decay, in this case only λ1 = ±1 are

allowed. As such, the terms contributing to the angular distribution of W± → π±γ

and W± → K±γ are d1
1,1 = d1

−1,−1 = 1+cos θ
2 , d1

−1,1 = d1
1,−1 = 1−cos θ

2 , and the resulting

angular distribution is

I(θ) ∼ (1 + cos2 θ). (5.3)

This expression is further normalised such that

∫ 1

−1
I(θ) d cos θ = 1. (5.4)

The effect of the polarisation reweighting on the kinematics of the decay products

can be seen in Figs. 5.2 to 5.4, for the W± → π±γ MC events. These are generator

level (truth) distributions, before any detector simulation is performed. Fig. 5.4 shows

the cos θ distribution and serves as a sanity check, one can see the initial isotropic

distribution and the final angular distribution after the correction. The largest observed

effect from the reweighting is on the pT distributions of the π± and the γ, which become

softer. This means that the acceptance to the W± → π±γ decays is lower than if the

decays were isotropic. W± → π±γ and W± → K±γ have the same angular distribution,

and as such the same effect is observed after the polarisation reweighting. A comparison

of the generator level distributions of the kinematic variables for W± → π±γ and

W± → K±γ can be found in Figs. 5.5 to 5.6. As expected, the W± → π±γ and
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W± → K±γ exhibit the same kinematic behaviour.

)[GeV]±π(
T

p
0 10 20 30 40 50 60 70 80 90 100

 E
nt

rie
s 

/ 2
 G

eV

0

0.02

0.04

0.06

0.08

0.1

0.12

W ±→ π±γ unweighted

weighted

)[GeV]γ(
T

p
0 10 20 30 40 50 60 70 80 90 100

 E
nt

rie
s 

/ 2
 G

eV

0

0.02

0.04

0.06

0.08

0.1

0.12

W ±→ π±γ unweighted

weighted

(W)[GeV]
T

p
0 10 20 30 40 50 60 70 80 90 100

 E
nt

rie
s 

/ 8
 G

eV

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18 W ±→ π±γ unweighted

weighted

Figure 5.2: Generator level pT distributions of the π±, γ and W, for W± → π±γ, with
and without polarisation. The distributions are normalised to unity.
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Figure 5.3: Generator level rapidity distributions of the π±, γ and W, for W± → π±γ,
with and without polarisation. The distributions are normalised to unity.
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In the case of the W± → ρ±γ there are two sequential decays, and so one needs to

consider not only the direction of the ρ± meson, but also the direction of the π± after

the second decay. The angular distribution used was defined using the ”cloned cascade

frame” formalism [124]. In this formalism, the first decay p1 → p2p3 is described using

one of the possible polarisation axes (for example HX or CS), and the second decay

(p2 → p4p5) is described using the geometrical ”clone” of the first frame, in the rest

frame of 2. Fig. 5.7 illustrates this choice of frame in the case of a cascade process of the

form O → V + X, V → l+l−. The Θ and φ angles are defined according to (x, y, z) in

the rest frame of O, and the ϑ and ϕ angles are defined according to (x′′, y′′, z′′), which

are exact geometrical clones of (x, y, z) in the rest frame of V.

Figure 5.7: Representation of the cloned cascade frame, for a cascade process of the
form O→ V + X, V → l+l− [124].

The angular distribution of W± → ρ±γ is

I(Θ, ϑ, φ, ϕ) ∼ 1− cos2 Θ + 2 cos2 Θ cos2 ϑ +
1
2

sin 2Θ sin 2ϑ cos(φ− ϕ)[124]. (5.5)

The Θ and φ angles are defined in the W boson Collins-Soper frame. This expression

is an approximation of a more detailed expression, also provided in Ref. [124]. The

approximation is valid for cases in which the decaying W boson has a pT which is
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significantly smaller than its mass, as is the case for this analysis (as seen in Fig. 5.2).

The cos θ, cos ϑ and pT distributions of the decay products before and after reweighting

to the correct angular distribution can be found in Fig. 5.8. As in the W± → π±γ and

W± → K±γ case, the correct acceptance is lower than it would be if the decays were

isotropic.

Figure 5.8: cos θ and cos θ′ distribution and the pT distributions of the ρ, γ, π±, π0, at
generator level, with and without polarisation.
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5.1.3 Z → e−e+ MC sample

A small fraction of the total background is comprised of mis-reconstructed Z → e−e+

events, with one electron being wrongly reconstructed as a photon and the other being

reconstructed as a track. This background is modelled using POWHEG MC simulation

at NLO precision, using the CTEQ6L1 PDF set with AZNLO tune. The parton shower

is modelled using PYTHIA 8.186.

The remaining background processes are di-jet and photon+jet. No MC simulation

is employed in the modelling of these processes. The data-driven technique discussed

in the previous chapter is used. Contributions to the tau-photon final signal region from

W → τν events are negligible, being suppressed by requirements on the ∆φ separation

between the tau and the photon. Cases in which initial or final state radiation is present

are also negligible, since the invariant mass of the reconstructed photon and tau would

not fall within the W boson mass resonance.

5.2 Trigger strategy

Dedicated triggers selecting events with a high pT track and a high pT photon were

designed to record W± → π±γ and W± → K±γ events. They were part of a set of

triggers developed for searches for exclusive Higgs, Z and W boson decays. These

triggers rely on modified versions of tau trigger algorithms for the meson selection,

taking advantage of the similarities between the decay of the mesons in the targeted

chains and hadronic tau decays. The trigger algorithm looks for a tau with pT >

25 GeV with exactly one track with pT > 30 GeV and ∆R(tau, trk) < 0.06. One further

requirement was introduced on the trigger tau object in order to constrain the trigger

rate within reasonable values: the ET(tau)/pT(trk) is required to be within 0.4 and

0.85. This variable corresponds to the sum of transverse energy from all hadronic and

electromagnetic clusters associated to the tau object, divided by the pT of the leading

track in the core of the tau object. Events are also required to have a photon with a pT

higher than 25 or 35 GeV. Finally, the invariant mass of the photon and ”tau” system is

required to be larger than 50 GeV.

The dedicated triggers used in the track-photon final state analysis and detailed
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above are listed in Table 5.2, as well as their active period and corresponding luminosity.

The trigger rates of the listed chains are within 1 and 3 Hz. For most of 2016 the trigger

photon pT threshold was 35 GeV, however by the end of the year a new trigger chain

with a photon pT threshold of 25 GeV was introduced in the trigger menu. Hence, for

2016, the g35 trigger chain was used until run 310247 and from run 310247 the g25

chain is used instead, given its higher efficiency. This change in trigger is implemented

for signal by applying each trigger to the MC16a sample according to the proportion

between the corresponding luminosity of the g35/g25 triggers: the g35 trigger is applied

for approximately 80% of the events and the g25 is applied for the remaining 20%.

Overall, the dedicated triggers have an average efficiency of 57.6% for W± → π±γ

events. This efficiency is calculated with respect to the Signal Region offline selection

listed on Table 5.7. The trigger efficiency as a function of track and photon pT can be

seen in Fig. 5.9, for the W± → π±γ signal. As expected, for lower pT values, closer

to the trigger pT requirement, the efficiency is lower. As the pT becomes larger there

is an efficiency ”turn-on” and the efficiency becomes constant within uncertainties.

The track-photon trigger efficiency is higher for W± → K±γ events, corresponding

to 60.1% . The difference in trigger efficiency between the two signals is discussed in

section Section 5.6.

Trigger Start Run End Run Luminosity (fb−1)
2016

HLT g35 medium L1EM24VHI tau25 singlepion tracktwo L1TAU12 297730 311481 33.367
HLT g25 medium tau25 singlepion tracktwo 50mVis10000 310247 311481 6.228

2017
HLT g25 medium L1EM24VHI tau25 singlepion tracktwo 50mVis10000 325713 340453 44.631

2018
HLT g25 medium L1EM24VHI tau25 singlepion tracktwo 50mVis10000 348885 364292 58.792

Table 5.2: Summary of the dedicated track-photon triggers used in the track-photon
final state analysis. The respective integrated luminosities are provided.

The requirement on ET(tau)/pT(trk) is efficient for the W± → π±γ and W± → K±γ

decays, since the distribution of this variable is mostly contained within the selection

window. In the case of W± → ρ±γ decay, the additional electromagnetic energy

deposition arising from the π0 in the decay increases the value of ET(tau)/pT(trk),

decreasing the acceptance of the trigger to this signal. This behaviour can be seen

in Fig. 5.10, which shows the distribution of ET(tau)/pT(trk) for the W± → π±γ and
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Figure 5.9: Trigger efficiency with respect to the offline selection, as a function of pT(γ)
and pT(trk).

W± → ρ±γ signal MC, after requiring the presence of a high pT tau and a high pT

photon. For this reason different triggers were used in the tau-photon analysis: di-

photon triggers were found to be able to select W± → ρ±γ events, due to the decay

of the π0 into two collimated photons. The triggers used in the tau-photon final state

analysis are listed in Table 5.3. Both trigger chains require the presence of two photons

with pT > 35 GeV and pT > 25 GeV. The chain which was active in 2015 and 2016

required these photons to have a loose ID, while in 2017 and 2018 a medium ID working

point was required. The average trigger efficiency with respect to the offline selection

summarised in Table 5.8 is 43%, for W± → ρ±γ events.

Trigger Luminosity (fb−1)
2015

HLT g35 loose g25 loose 3.245
2016

HLT g35 loose g25 loose 33.402
2017

HLT g35 medium g25 medium L12EM20VH 44.631
2018

HLT g35 medium g25 medium L12EM20VH 58.792

Table 5.3: Triggers employed in the tau-photon final state analysis. The periods of
operation and their respective integrated luminosities are given.
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Figure 5.10: ET(tau)/pT(trk) distribution associated to the meson for W± → π±γ (left)
and W± → ρ±γ (right) MC events.

5.3 Pre-selection requirements

Track-photon final state

Events reconstructed in the track-photon final state are required to have at least one

photon with pT > 30GeV or pT > 35 GeV (depending on the trigger being applied);

an |η| lower than 2.37 but not within 1.37 < |η| < 1.52 (excludes the transition region

between barrel and endcap); and fulfilling the ”Tight” identification criteria [126]. They

are also required to have at least one track with pT > 30 GeV; |η| < 2.5 and passing

the ”Tight Primary” identification working point [71]. For each event, the track and

photon with the highest pT are paired to form the Mγ candidate. Additionally, since the

decay products are created back-to-back with a high ∆φ(trk, γ) as can be seen in Fig. 5.4,

events must satisfy ∆φ(trk, γ) > π/2. If both the selected photon and track have been

reconstructed in the endcap they must satisfy η(trk)× η(γ) ≥ 0. The track-photon

baseline selection is summarised in Table 5.4. The corresponding cut-flow can be found

in Table 5.5. The photon and track selection requirements are the main cause of signal

efficiency loss, as expected, since the respective pT distributions peak between 30 and 40

GeV (Fig. 5.2). These pT requirements are limited by the trigger thresholds. The number

of data events is only listed on the cut-flow after the application of all the selections

present in the derivation, since no data samples were available with no derivation

skimming applied.
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Trigger
HLT g35 medium L1EM24VHI tau25 singlepion tracktwo L1TAU12

HLT g25 medium tau25 singlepion tracktwo 50mVis10000

HLT g25 medium tau25 singlepion tracktwo 50mVis10000

Photon requirements
pT > 30 GeV (or pT > 35 GeV depending on trigger)
|η| < 2.37 + crack veto
Tight ID

Track requirements
pT > 30 GeV, |η| < 2.5
Tight ID

Global requirements
At least one primary vertex
η(trk)× η(γ) ≥ 0 if track and γ in endcap
∆Φ(trk, γ) > π/2

Table 5.4: Summary of the track-photon pre-selection requirements.

Requirement Data W± → π±γ W± → K±γ
No requirement — 101.04 8.22
1 good photon — 34.78 2.83
1 good track — 19.55 1.61

Trigger — 8.85 0.78
pT(γ) >30/35 GeV 3439187 8.36 0.73
η(trk)× η(γ) ≥ 0 3331060 8.36 0.73
∆Φ(trk, γ) > π/2 3024219 8.02 0.69

Table 5.5: Cut-flow of track-photon pre-selection for data, W± → π±γ and W± → K±γ
signal. A ”good photon” is a photon with a pT > 25 GeV, passing the |η| selection and
”Tight” identification requirement; A ”good track” is a ”Tight” track with pT > 30 GeV
and |η| < 2.5. The signal contributions are scaled according to the SM branching
fractions, listed in Table 1.2.
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Tau-photon final state

As already mentioned, in the tau-photon final state analysis, the ρ±meson is reconstructed

as a tau object with exactly one charged pion (1-prong) and one neutral pion. In this

way, both products of the ρ± decay are reconstructed. This strategy takes advantage of

the similarity between the ρ± → π±π0 decay and τ → π±π0ντ decays, which proceed

most frequently via an intermediate ρ± meson, τ → ρ±(π±π0)ντ [15]. The neutrino

in the τ-lepton decay is not included in the tau reconstruction, only the visible decay

products form a τhad-vis object, making the τhad-vis well suited to reconstruct the ρ±

meson.

Events reconstructed in the tau-photon final state are required to have at least one

1-prong τhad-vis object, with exactly one neutral PFO. The selected τhad-vis is further

required to have pT > 26 GeV and to be within the detectors geometrical acceptance,

within |η| < 2.5 and not in the barrel/endcap transition region. A Medium τRNN

working point is applied [77], supressing some of the multijet background. Events are

further required to have at least one photon with pT > 36 GeV, passing the ”Tight”

identification requirements [126], and within |η| < 2.5 (excluding the transition region).

The Mγ candidate is the tau and photon pair with the largest ∆Φ(τhad-vis, γ). Finally,

events are only retained for further analysis if ∆Φ(τhad-vis, γ) > 2. The summary of the

pre-selection requirements applied in the tau-photon final state analysis can be found

in Table 5.6.

5.4 Z → e−e+ background suppression

As already mentioned, a small percentage of the background arises from mis-reconstructed

Z → e−e+ events. Given the proximity of the Z → e−e+ background to the signal

and the fact that resonant contributions are not modelled by the inclusive background

modelling method as explained in Section 5.8.1, a set of pre-selection criteria was devised

to suppress the Z → e−e+ background. For this purpose, the Z → e−e+ MC sample

was used in a dedicated study. The acceptance of the track-photon baseline selection

(Table 5.4) to Z → e−e+ events was estimated to be 0.06%. Approximately 76000

Z → e−e+ events survive this selection, corresponding to 3% of the total background
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Triggers
HLT g35 loose g25 loose

HLT g35 medium g25 medium L12EM20VH

Photon requirements
pT > 36 GeV, |η| < 2.37 + crack veto
Tight ID, Tight isolation,

τ requirements
h±π0 decay mode
pT > 26 GeV, |η| < 2.5 + crack veto
Medium τRNN score

Global requirements
At least one primary vertex
∆Φ(τhad-vis, γ) > 2

Table 5.6: Summary of the tau-photon pre-selection requirements.

after the pre-selection has been applied. The invariant mass of the Z → e−e+ events

reconstructed in the track-photon final state can be found in Fig. 5.11. As expected, the

distribution peaks near mZ.

The strategy to suppress the Z → e−e+ background focused on the track component.

No specific Z → e−e+ rejection requirements were based on the properties of the

photon candidates. For each selected event, a track-electron ∆R matching procedure

was performed: an electron was considered matched to the selected track if ∆R(trk, e) <

0.012. It was verified that 98.5% (69.5%) of the Z → e−e+ (W± → π±γ) events contain a

reconstructed electron with ∆R(trk, e) < 0.01. For these events, the following variables

showed good discriminating power between Z → e−e+ and W± → π±γ signal: Rhad

of the matched electron, defined in Section 2.3.3; pt(e)/pt(trk), which is the ratio

between the pT of the electron ∆R(trk, e)-matched to the selected track and the pT of

the selected track; and the eProbabilityHT of the track also defined in Section 2.3.3.

Fig. 5.12 shows the distribution of these variables for signal and background. The peak

at 0.5 for eProbabilityHT is caused by tracks which fall outside the TRT acceptance.

The 2-dimensional distribution of Rhad vs eProbabilityHT for signal and background

can be found in Fig. 5.13. Ultimately events in which an electron is matched to the

selected track with a ∆R(trk, e) < 0.01 are retained for further analysis if Rhad >

2All electrons in the event were considered in the matching procedure, with no selection requirements
applied.
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Figure 5.11: πγ invariant mass distribution of Z → e−e+ events.

0.03 and eProbabilityHT > 0.1. If no electron is matched to the selected track with a

∆R(trk, e) < 0.01, no requirement is applied. The W± → π±γ signal efficiency for the

requirement is 94%, while only 9% of the 76111 Z → e−e+ background events survive.

The choice was made to use Rhad in the selection instead of pT(e)/pT(trk), since the first

option yielded a slightly higher signal efficiency for the same Z → e−e+ background

rejection. 93% of the data events survive the Z → e−e+ suppression selection.

Specific Z → e−e+ rejection requirements were also introduced in the tau-photon

final state analysis. Most of the variables utilised have already been introduced in this

thesis: the track associated with the τhad-vis is required to have eProbabilityHT < 0.9 and

the τhad-vis object is required to have ET(τhad-vis)/pT(trk) > 2.4 and ∆Rmax(τhad-vis, trk) >

0.036. Additionally, the standard tau electron-veto BDT variable trained to discriminate

between taus and electrons [78] is used, with a Tight working point being required.

No W± → π±γ and W± → K±γ survive the tau-photon pre-selection and Z → e−e+

suppression requirements, meaning that as expected the tau-photon final state is not

sensitive to these two signals.

For both final state analyses, the pre-selection requirements listed in Table 5.4

117



Rhad 
0.1− 0 0.1 0.2 0.3 0.4 0.5

 E
nt

rie
s 

/ 0
.0

1

0

5000

10000

15000

20000

25000

30000

35000

40000  
GR  MC-e+ e→Z

 MCγ±π →±W

)π(
T

(e)/p
T

 p
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

 E
nt

rie
s 

/ 0
.0

1

0

1000

2000

3000

4000

5000

 
GR  MC-e+ e→Z

 MCγ±π →±W

 eProbabilityHT
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

 E
nt

rie
s 

/ 0
.0

1

0

5000

10000

15000

20000

25000

30000  
GR  MC-e+ e→Z

 MCγ±π →±W

Figure 5.12: Left: Rhad distribution for W± → π±γ signal (blue) and Z → e−e+ events
(red). Center: pT(e)/pT(trk) distribution for W± → π±γ signal (blue) and Z → e−e+

events (red) ; Right: eProbabilityHT distribution for W± → π±γ signal (blue) and
Z → e−e+ events (red).

 E
nt

rie
s

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

 Rhad 
0.1− 0 0.1 0.2 0.3 0.4 0.5

 e
P

ro
ba

bi
lit

yH
T

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 E
nt

rie
s

0

2000

4000

6000

8000

10000

12000

14000

16000

 Rhad 
0.1− 0 0.1 0.2 0.3 0.4 0.5

 e
P

ro
ba

bi
lit

yH
T

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 5.13: 2-dimensional distribution of events as function of Rhad and
eProbabilityHT for W± → π±γ signal (left) and for the Z → e−e+ background (right).
The red lines delineate the region which is rejected by the selection.

118



and Table 5.6 plus the set of Z → e−e+ suppression requirements define the Generation

Region which is defined for use in the background modelling as previously explained

in Section 4.2.1.

5.5 Signal and validation regions

Track-photon final state

The Signal Region (SR) in the track-photon final state was defined after successive

optimisation of different requirements on kinematic and isolation variables, for the

W± → π±γ signal. The figure of merit considered in the optimisation was S/
√

B, with

the number of signal events, S, being estimated using the W± → π±γ MC sample,

while the number of background events, B, was obtained using the estimate provided

by the background model (detailed in Section 5.8.1).

Fig. 5.14 shows the distributions of the different kinematic and isolation variables

considered for signal and background, after the application of pre-selection and Z →

e−e+ suppression requirements. Only events for which the reconstructed W invariant

mass is within 75-85 GeV (approximately 2σ either side of mW) are plotted.

The SR is defined by applying the three requirements listed below on top of the GR:

• pT(trk) > 33 GeV;

• FixedCutTight photon isolation, defined in Section 2.3.2, including a photon

calorimeter isolation and a photon track isolation requirement;

• pcone20
T (trk)/pT(trk) < 0.14, i.e. the sum of momenta of all tracks within ∆R = 0.2

of the track direction (excluding the reconstructed track momentum) is required

to be less than 14 % of pT(trk);

The specific track pT and isolation requirements correspond to the maximum S/
√

B

in Fig. 5.15. The optimisation of the track isolation requirement was performed after

imposing the SR level requirement on pT(track). The two-dimensional distributions

of these two variables can be seen in Fig. 5.16. In the case of the photon isolation
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Figure 5.14: Background and signal distributions of kinematic and isolation variables
used to define the SR. Top left: pT(trk); Top right: track isolation; Bottom left: photon
calorimeter isolation; Bottom right: photon track isolation. The signal distribution has
been normalised to the number of background events. Only events with a reconstructed
W invariant mass within 75-85 GeV are shown.
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requirement the choice was made to use the pre-defined FixedCutTight working

point [60].
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Figure 5.15: S/
√

B as function of the working point of pT(trk) and track isolation.

Four intermediate validation regions (VRs) are defined in order to verify the performance

of the background modelling, as was done in Section 4.2.2.2: VR1 is defined by applying

the track pT requirement on top of the GR; VR2a by applying the photon calorimeter

isolation requirement; VR2b by applying the photon track isolation requirement; and

VR3 by applying the track isolation requirement. The complete SR selection is summarised

in Table 5.7. The effect of the SR selection on the photon and meson pT distributions is

found in Fig. 5.17, for W± → π±γ and W± → K±γ. The dashed lines correspond to the

pT distributions at generator level (for events that pass the geometrical η requirements)

and the full lines are the pT distributions at reconstructed level after all selection

requirements have been applied. The overall track-photon SR efficiency is 5.2% for

W± → π±γ and 5.8% for W± → K±γ. This efficiency difference is discussed in the

next section.

Tau-photon final state

The tau-photon final state SR was defined after simultaneous optimisation of the

requirements on three variables: pT(τhad-vis), ∆Rmax and log(|d0(τhad-vis)|) where d0
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Figure 5.16: Two dimensional distribution of pT(trk) versus track isolation, for W± →
π±γ signal (left), and background (right). The signal is modelled by MC simulation
and the background is modelled through the method detailed in Section 5.8.1.
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Figure 5.17: pT distributions of the photon and meson for (a) W± → π±γ and (b)
W± → K±γ simulated events. The dashed-line distributions with a clear fill show
the events at generator level which fall within the analysis geometric acceptance. The
solid-line distributions with a hatched fill show the fraction of these events which pass
the track-photon SR event selection. The relative difference between the two sets of
distributions corresponds to the effect of the full SR efficiency.
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Baseline selection
Trigger:
HLT g35 medium L1EM24VHI tau25 singlepion tracktwo L1TAU12

HLT g25 medium tau25 singlepion tracktwo 50mVis10000

HLT g25 medium tau25 singlepion tracktwo 50mVis10000

Photon requirements:
pT > 30 GeV (or pT > 35 GeV depending on trigger)
|η| < 2.37 + crack veto
Tight ID

Track requirements:
pT > 30 GeV, |η| < 2.5
Tight ID

Global requirements:
η(trk)× η(γ) ≥ 0 if track and γ in endcap
∆Φ(trk, γ) > π/2

Z → e−e+ suppression requirement
If at least 1 electron is found with ∆R(trk, e) < 0.01:
Rhad > 0.03 if also eProbabilityHT > 0.1

GR selection: baseline + Z → e−e+ suppression requirement
VR1 selection: GR + pT(π) > 33 GeV
VR2a selection: GR + Photon Calo Isolation
VR2b selection: GR + Photon Track Isolation
VR3 selection: GR + (ptcone20-pT(trk))/pT(trk) < 0.14
SR selection: all requirements

Table 5.7: Summary of SR requirements applied in the track-photon final state analysis.
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is the transverse impact parameter of the track associated to the τhad-vis object. Once

again the figure of merit S/
√

B was used in the optimisation. The validation regions

are defined by applying each of the SR requirements on top of the GR. The SR selection

requirements are summarised in Table 5.8. Fig. 5.18 shows the effect of the SR selection

on the photon and meson pT distributions for W± → ρ±γ. Once again, the dashed-lined

distributions correspond to the pT at generator level (for events that pass the geometrical

η requirements) and the full lined-distributions are the pT at reconstructed level for the

fraction of the events that passes all SR selection requirements. The overall tau-photon

SR efficiency is 0.3% for W± → ρ±γ.

Baseline selection
Triggers:
HLT g35 loose g25 loose

HLT g35 medium g25 medium L12EM20VH

Photonrequirements:
pT > 36 GeV, |η| < 2.37 + crack veto
Tight ID, Tight isolation,
Tight ID

Tau requirements:
τ requirements
h±π0 decay mode
pT > 26 GeV, |η| < 2.5 + crack veto
Medium τRNN score

Global requirements:
At least one primary vertex
∆Φ(τhad-vis, γ) > 2

Z → e−e+ suppression requirement
Tight electron-veto working point
ET(tau)/pT(trk) > 2.4
∆Rmax

τ > 0.036
eProbabilityHT (associated to the tau track) < 0.9

GR selection: baseline + Z → e−e+ suppression requirement
VR1 selection: GR + pT(τhad-vis) > 30 GeV
VR2 selection: GR + ∆Rmax

τ < 0.065
VR3 selection: GR + log(|d0(τhad-vis)|) < −1.2
SR selection: all requirements

Table 5.8: Summary of SR requirements applied in the tau-photon final state analysis.
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Figure 5.18: pT distributions of the photon and meson for W± → ρ±γ in the tau-photon
final state. The dashed-line distributions with a clear fill show the events at generator
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with a hatched fill show the fraction of these events at reconstructed level which pass
the SR event selection in the tau-photon final state.
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5.6 W± → π±γ and W± → K±γ efficiency difference

Despite the similarities between the kinematics of the two decays (Figs. 5.5 to 5.6), a

difference of about 11% has been observed between the W± → π±γ and W± → K±γ

efficiencies. Examination of the reconstructed pT distibutions of the decay products did

not show differences that could account for the 11% difference (Fig. 5.19). The cut-flow

of both channels was compared in order to better understand which requirements are

responsible for the difference, and can be found in Table 5.9. The largest difference

arises from the trigger selection. In order to compare the response of pions and kaons

to the ET(tau)/pT(trk) trigger requirement, taus were ∆R matched to the selected

tracks in the decays, and the ET(tau)/pT(trk) ditribution of the matched taus was

plotted. This distribution can be seen in Fig. 5.20. It shows that on average, kaons

have a smaller ET(tau)/pT(trk) than pions, and that there is an approximately 6.4%

higher efficiency for kaons to the 0.4 < ET(tau)/pT(trk) < 0.85 requirement. These

differences are not completely unexpected given that kaons and pions have different

nuclear interaction lengths [127]. Differences were also verified in the response to

the Z → e−e+ suppression criterion. The track eProbabilityHT and electron Rhad

distributions for W± → π±γ and W± → K±γ can be found in Fig. 5.21. Once again the

differences in Rhad should arise from subtle differences in the hadronic showers of the

kaons and pions. In the case of the eProbabilityHT variable the differences should arise

from the different gamma factor for kaons and pions, leading to different amounts of

transition radiation being produced in the TRT.

5.7 W± → ρ±γ events in track-photon SR

Despite having been optimised for the W± → π±γ and W± → K±γ signals, the track-

photon SR is found to still have 0.6% efficiency for W± → ρ±γ events, corresponding

to 1.24 events out of the 221 expected. In this case the π0 of the ρ± → π±π0 decay is

not explicitly reconstructed, and as such the corresponding W boson invariant mass

distribution is shifted with respect to the W± → π±γ/W± → K±γ distribution, as

can be seen in Fig. 5.36 of Section 5.10. This means that a fit to the reconstructed W
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Figure 5.19: pT(trk) and pT(γ) at reconstructed level, for W± → π±γ and W± →
K±γ. The W± → K±γ distributions are normalised to the integral of the W± → π±γ
distributions.

W± → π±γ W± → K±γ Efficiency Difference (%)

Total 101.04 8.22 —
1 good photon 34.78 2.83 0
1 good track 19.55 1.61 -1.3

Trigger 8.85 0.78 -8.3
pT(γ) >30/35 GeV 8.36 0.73 -7.3

η(track)× η(γ) ≥ 0 8.36 0.73 -7.3
∆φ requirement 8.02 0.69 -5.8

Electron Veto 7.57 0.67 -8.8
SR 5.25 0.47 -11

Table 5.9: Cut-flow comparison between W± → π±γ and W± → K±γ. The efficiency
difference is relative to W± → π±γ.
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boson invariant mass distribution in the track-photon SR including can constrain both

W± → π±γ/W± → K±γ and W± → ρ±γ signal strengths at the same time. The effect

of the SR selection on the pT distributions of the photon and the charged pion resulting

from the W± → ρ±γ decay can be found in Fig. 5.22. The pT(π
0) distribution is only

shown at generator level, since no attempt is made at reconstructing the π0.

The number of raw simulated W± → ρ±γ events surviving the track-photon and tau-

photon selection requirements is listed in Section 5.7. The overlap between W± → ρ±γ

events in both SRs is < 0.3%. From the table, one can see that the main reason for this

lack of overlap is the different trigger strategy employed for the two final state analyses.

The two trigger selections are found to be orthogonal due to the different requirements

applied to the meson component: the track-photon trigger requires the presence of a

high pT track with lower ET(tau)/pT(track) ratio, selecting events with a less energetic

π0; the di-photon trigger requires the presence of a high pT photon, taking advantage

of the presence of the π0 in the decay of the ρ± → π±π0 and selecting events with a

more energetic π0. The overlap between data events surviving the track-photon and

tau-photon selection requirements was also studied and Section 5.7 lists the number

of data events passing both trigger requirements and the track-photon SR selection.

These studies show that the overlap of data events in both SRs is < 0.6%. The negligible

overlap between the two final states allows a simultaneous fit to be performed using

both SRs, allowing to better constrain the W± → ρ±γ signal strength.

Year Total MC mγT DPT both triggers track-photon SR both SRs
2016 60000 661 3520 15 280 2
2017 80000 1013 2482 5 380 1
2018 100000 1248 3129 8 457 0

Table 5.10: Summary of the W± → ρ±γ signal overlap studies in the track-photon and
tau-photon final state SRs. mγT stands for the dedicated meson-photon trigger and
DPT stands for di-photon trigger.

129



0 10 20 30 40 50 60 70 80
 [GeV]

T
 p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
 F

ra
ct

io
n 

of
 E

ve
nt

s 
/ 2

 G
eV

ATLAS Simulation
 = 13 TeVs

Track-photon SR
γ)0π±π(±ρ→±W

 not reconstucted]0π[

±π
T

p
0π

T
p γ

T
p

Before Selection
10]×After Selection [ 

Figure 5.22: pT distributions of the decay products for W± → ρ±γ in the track-photon
final state. The dashed-line distributions with a clear fill show the events at generator
level which fall within the analysis geometric acceptance. The solid-line distributions
with a hatched fill show the fraction of these events at reconstructed level which pass
the SR event selection in the track-photon final state. The reconstructed distribution of
the π0 in the track-photon SR is not shown as the object is not explicitly reconstructed.

Year mγT mγT+DPT track-photon SR track-photon SR + DPT
2016 680418 32671 232536 2814

2017/2018 2781790 73998 831154 3387

Table 5.11: Summary of the data overlap studies between events passing the track-
photon and tau-photon selections. mγT stands for the dedicated meson-photon trigger
and DPT stands for di-photon trigger.
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5.8 Background modelling

5.8.1 Multijet background

For both final states, the main background contributions arise from di-jet and jet+photon

events. This background is modelled using the non-parametric data-driven technique

using ancestral sampling described in Section 4.2. A factorised n-Dimensional PDF

is constructed in the GRs, which are defined by the requirements listed in Table 5.7

and Table 5.8 and the Z → e−e+ suppression requirements. Histograms of up to 3

dimensions are used to model the distributions of relevant properties of the GR data

sample. Each multijet pseudo-event is fully described by the meson and photon four-

vectors and by the additional variables used in selection criteria applied to GRs that

define the SRs. Composite variables like the W boson invariant mass can be constructed

from the meson and photon 4-vectors.

In the case of the track-photon final state, the track and photon kinematic and

isolation variables are used in the modelling. The sampling procedure used to generate

multijet pseudo-events in the track-photon analysis is illustrated in Fig. 5.23 and is the

following:

1. pT(trk) and pT(γ) are sampled simultaneously from their 2D data distribution.

2. Track isolation is described in bins of pT(γ) and pT(trk), in a 3D distribution.

Given the values sampled in step 1, the distribution is projected along the track

isolation dimension and a value of track isolation is randomly sampled.

3. Photon calorimeter isolation is described in bins of pT(γ). Given the value of

pT(γ) sampled in step 1, the distribution is projected along the photon calorimeter

isolation dimension and a value for photon calorimeter isolation is sampled.

4. ∆η(trk, γ) and photon track isolation are described in bins of photon calorimeter

isolation using a 3D histogram. The distribution is projected along the ∆η(trk, γ)

and photon track isolation dimensions, depending on the value of photon calorimeter

isolation sampled in the previous step, and two values are simultaneously sampled

from this 2D distribution.
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5. ∆φ(trk, γ) is described in bins of ∆η(trk, γ) using a 2D histogram. Based on the

value of ∆η(trkγ) obtained in the previous step, the template is projected along

the ∆φ(trk, γ) dimension and a value for ∆φ(trk, γ) is sampled.

6. Values of η(trk) and φ(trk) are sampled from the corresponding distributions in

data.

7. From the values obtained in 6 and the values previously obtained for ∆η(M, γ) and

∆φ(M, γ), η(γ) and φ(γ) are calculated. The photon and track four momentum

vectors are completely defined at this point, imposing m(γ) = 0 and m(trk) =

Mπ± [29].

γ Calo Iso

pT(γ)pT(trk)

trk Iso

γ Calo Iso Δη(trk,γ) γ Trk Iso

Δ  (trk,γ)ϕ

pT(γ)pT(trk)pT(γ)

Δη(trk,γ)

Figure 5.23: Schematic of the sampling sequence used in the generation of multijet
pseudo-events in the track-photon final state analysis. Variables not shown explicitly
are sampled in a factorized, uncorrelated manner from one-dimensional templates.
Groups of two (three) variables represent two (three)-dimensional templates. Arrows
are used to show the sequential order of steps in the sampling. Variables are highlighted
with color at the step in which they are defined for each pseudo-candidate.

The linear correlations observed between the variables used in the modelling in GR,

for the data and background model sample can be found in Fig. 5.24. Two dimensional

distributions built for some of the variables which the highest linear correlations can

be found in Fig. 5.25. Hints of non-trivial, non-linear correlations can be seen, which

the modelling tries to capture. The most important correlations in data are reproduced

by the model. After generation of the sample of multijet pseudo-events in GR, the SR
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and VR selections listed in Fig. 5.17 are applied to the sample (the exact same selection

requirements which are applied to the data). The number of generated pseudo-events

is arbitrary, so the sample in each region is scaled according to the ratio between the

number of data events and multijet pseudo-events in the GR.

Given the two different photon pT thresholds used in the analysis (depending on

the trigger used), two samples of pseudo-events are generated for each of the subsets of

data for which the pT > 30 GeV and pT > 35 GeV requirements are applied. These are

subsequently summed (after being appropriately scaled to each respective GR) creating

the template used in the statistical analysis. Fig. 5.24 refers to the inclusive sample.

As previously explained and shown in Fig. 4.7, this background estimation technique

is not expected to model resonant contributions. Therefore, the small fraction of Z →

e−e+ background present at GR level (0.2% of the total background) is not modelled

by this technique and has a negligible effect in the inclusive background template

generated.

The number of multijet background events predicted in all considered regions is

listed in Table 5.12. The predicted number of Z → e−e+ events (from the MC simulation),

and W± → π±γ and W± → K±γ signal events (using the branching fractions from

Ref. [28]) are also listed. Fig. 5.26 shows the pre-fit background prediction for the W

boson invariant mass (the discriminant variable used in the fit) compared to the data, for

the track-photon GR, SR and VRs. The grey band represents the shape uncertainty on

the multijet background estimate which is derived following the procedure described

in Section 5.9. Good agreement can be seen between the data and the background,

verifying the correct modelling of the most important correlations in the data sample.

The distributions of the variables used in the modelling and pT(track, photon) can be

found in Appendix D, for both background and signal.

The W boson invariant mass template is smoothed using Kernel Density Estimation [79],

in order to obtain a continuous, smooth PDF to be used in the fit to the data. The Roofit

class RooKeysPdf is employed for this smoothing. A fixed smoothing parameter of 0.1

is used, given the high-statistics sample generated during the modelling. No mirroring

is used in the KDE. The resulting template can be seen in Fig. 5.27.

The multijet estimate in the tau-photon final state analysis is obtained using the same
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Figure 5.24: Linear correlations between variables used in the background modelling.
The matrix is shown for the data (left) and background model (right) in the track-photon
GR.
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Figure 5.26: Distributions of the W boson invariant mass for data and background in the
track-photon GR, VR1, VR2a, VR2b, VR3 and SR. The Background Model component
includes the Z → e−e+ contribution, which is also shown overlaid. The bottom panel
shows the ratio between the data and the total background prediction. The grey band
represents the shape uncertainty on the multijet background estimate.
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Figure 5.27: Track-photon multijet background template and KDE smoothing result.

data-driven background modelling technique. In this case the variables included in the

modelling at the tau and photon kinematics, log(|d0(τhad-vis)|) and ∆Rmax
τ . Validation

regions are defined as summarised in Table 5.8. Fig. 5.28 shows the pre-fit background

prediction compared to the the data for the W boson invariant mass, for the trau-photon

GR, SR and VRs. The total uncertainty on the shape of the multijet background is

represented by the grey band and is derived as described in the next section. These

plots show good agreement between the data and the background prediction for all

regions. The number of multijet background events predicted to be in each tau-photon

region is listed in Table 5.13, as well as the expected number of W± → ρ±γ signal and

Z → e−e+ events.

5.8.2 Z → e−e+ background

The Z → e−e+ contribution in SR is modelled in the fit to the data using the MC

simulation prediction, in both final state analyses. The m(track, photon) and m(tau,

photon) distributions for Z → e−e+ MC events are smoothed through KDE, using the

Roofit class RooKeysPdf. This class provides an adaptive KDE smoothing, which uses

a variable smoothing parameter not user-defined. This adaptive method is used for the

lower mass range of the distribution. A fixed high smoothing parameter is used for the

high mass tail, where there are fewer statistics: a value of 2 is used in the track-photon
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Figure 5.28: Distributions of the W boson invariant mass for data and background in the
tau-photon GR, VR1, VR2, VR3 and SR. The Background Model component includes
the Z → e−e+ contribution, which is also shown overlaid. The bottom panel shows the
ratio between the data and the total background prediction. The grey band represents
the shape uncertainty on the multijet background estimate.
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final state and 1.5 in the tau-photon case. This is done using two RooKeysPdf objects,

that provide two smoothing predictions: KDEcore and KDEtail. The Z → e−e+ m(track,

photon) prediction is given by

P(mtrk,γ) = (1−Erf(mtrk,γ− 95))×KDEcore + ((Erf(mtrk,γ− 95) + 1)×KDEtail, (5.6)

where the error functions are employed to ensure the continuity of the resulting PDF.

No mirroring is used at the boundaries during the KDE estimation. The resulting model

is shown in Fig. 5.29.

40 60 80 100 120 140 160 180

m(track, photon) [GeV]

0

50

100

150

200

250

300

350

400

450

E
ve

nt
s 

/ 3
.0

 G
eV

Original

KDE Smoothed

Figure 5.29: Z → e−e+ track-photon invariant mass SR distribution, and KDE
smoothing result, used to model Z → e−e+ component in the fit to data.

In the tau-photon SR the Z → e−e+ m(tau, photon) prediction is given by

P(mtau,γ) = (1− Erf(mtau,γ − 110))×KDEcore + ((Erf(mtau,γ − 110) + 1)×KDEtail,

(5.7)

with the resulting distribution being shown in Fig. 5.30.

It is not expected that the Z → e−e+ MC correctly models the rate of mis-reconstruction

of the electrons as photons and tracks, and as such the normalisation of the Z → e−e+

component will be left as a free parameter in the fit to the data.
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Figure 5.30: Z → e−e+ tau+photon invariant mass SR distribution, and KDE smoothing
result, used to model Z → e−e+ component in the fit to data.

5.9 Background systematic uncertainties

To account for residual mismodelling, alternative W boson invariant mass templates

are obtained (following the strategy delineated in Section 4.2.2.4) and implemented in

the fit to the data using a moment morphing technique [81]. Two ”up/down” pairs of

approximately symmetric shapes around the nominal mass shape are generated through

modifications of the background modelling procedure: the first one by shifting the

pT(γ) of each pseudo-event by ±3 GeV; the second one by re-scaling the ∆φ(trk, γ)/π

distribution by (1 + ∆φ/π)10 (up variation) or 1 + 10× (1− ∆φ/π) (down variation).

The effect of the pT(γ) and ∆φ(trk, γ)/π variations on the respective variables being

modified can be seen in Fig. 5.31, for the track-photon background model in SR. The

effects of the variations are propagated to the compound variables produced by the

model, such as the W boson invariant mass. One more pair of ”up/down” alternative

shapes is produced by directly applying a multiplicative transformation (an overall tilt)

to the m(track, γ) shape, using a linear function: y = −0.0026×m(track, γ) + 1.34 to

obtain the up variation and y = 0.0026×m(track, photon) + 0.635 to obtain the down

variation. As was done for the nominal shape, the variations are produced separately

for the subsets of data with different photon pT requirements, and are subsequently

summed providing one single template for the statistical analysis. The effect of each

variation on the m(track, γ) is shown in Fig. 5.32, for the track-photon analysis. As was

explained in Section 4.2.2.4, the pre-fit size of the variations is chosen to be large enough
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to allow the corresponding nuisance parameters to be constrained in the fit to the data.

The variations are implemented in the fit using RooStarMomentMorph. In total, three

nuisance parameters are added to the fit, α(pT(γ)), α(∆φ(trk, γ)) and α(tilt). In the case

of the pT(γ) and ∆φ(trk, γ) variations, the up and down templates are mapped to α =

1 and α = -1, respectively. The up and down variations corresponding to the m(M, γ)

tilt are mapped to α = 2 and α = -2, for the track-photon final state analysis and α = 1

and α = -1 for the tau-photon final state analysis. The nominal W boson invariant mass

template is mapped to α = 0 for all variations.
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Figure 5.31: Effect of the the pT(γ) shift variation on the pT(γ) distribution (left) and
effect of the ∆φ(track, γ) tilt on the ∆φ(track, γ) distribution (right).

5.10 Signal modelling

Track-photon final state

The signal is modelled using the MC simulated samples described in Section 5.1.2. The

m(track, photon) shape of W± → π±γ/W± → K±γ is modelled in the fit to the data

using the product between the sum of two Voigtian functions and an efficiency curve. A

Voigtian function is defined as the convolution between a Breit-Wigner and a Gaussian.

The Breit-Wigner distribution models the W boson mass resonance and depends on the

W natural width (Γ). The Gaussian function models the experimental resolution (σ). The

two Voigtian functions have the same mean (µ) and Γ, but different Gaussian widths. In
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Figure 5.32: Effect of the systematic variations on m(track, γ).The systematic uncertainty
band on the background represents the maximum deviation of all the alternative shapes
from the nominal model.

143



summary, the W± → π±γ/W± → K±γ signal shape in the W boson invariant mass is

modelled by:

ε(m)× [ f Voigt1(m|µ, σ1, Γ = ΓW) + (1− f ) Voigt2(m|µ, σ2, Γ = ΓW) ], (5.8)

where the Γ width is fixed to the W natural width (2.085± 0.042 GeV) [15], f determines

the weight of each Voigtian in the sum, and m represents the W boson invariant

mass. The efficiency function ε(m) accounts for the experimental acceptance to the SR

requirements. This efficiency is derived as a function of the W boson invariant mass

at generator level, and can be found in Fig. 5.33, for W± → π±γ, in the left. ε(m)

is obtained by performing a cubic spline interpolation to the efficiency distribution.

The values of the µ, σ1, σ2 and f parameters are obtained after performing a fit to the

reconstructed W boson invariant mass distribution for W± → π±γ MC events.

Fig. 5.33 shows the efficiency function for W± → π±γ, in the track-photon SR,

and the comparison with the efficiency for W± → K±γ, after normalising the two

distributions to the same integral. The two efficiency curves are compatible within

statistical uncertainties. Fig. 5.34 shows the reconstructed W boson invariant mass

distribution for both W± → π±γ and W± → K±γ. As can be seen the two distributions

are consistent within statistical uncertainties, with just small differences for the high

mass tail. Therefore, the same m(track, γ) shape is used to model the W± → π±γ and

W± → K±γ signal processes.

The results of the fit to the W invariant mass distribution for the W± → π±γ signal

MC are summarised in Table 5.14. The resulting m(track, γ) shape is shown Fig. 5.35.

The W boson mass resolution for W± → π±γ/W± → K±γ in the track-photon final

state is 2.7%.

Table 5.14: Signal model parameter values obtained from fit to W± → π±γ MC W
boson invariant mass distribution.

Parameter Post-fit value

m 80.43 ± 0.03 GeV
σ1 4.38 ± 0.02 GeV
σ2 1.68 ± 0.04 GeV
f 0.19 ± 0.01
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Figure 5.33: Signal efficiency as function of the track-photon W boson invariant mass at
generator level for W± → π±γ (left), and W± → K±γ compared to W± → π±γ (right).
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Figure 5.34: W boson invariant mass at reconstructed level, for W± → π±γ and W± →
K±γ. The W± → K±γ distribution is normalised to the integral of the W± → π±γ
distribution.
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Figure 5.35: Result of fit to W boson invariant mass distribution of W± → π±γ MC
events, using the model described by Eq. (5.8).

In the case of the W± → ρ±γ decay in the track-photon final state, the π0 is not

reconstructed, the track-photon W boson invariant mass distribution is shifted to lower

values and the resolution deteriorates. The W± → ρ±γ signal is thus not modelled in

the same way as the W± → π±γ/W± → K±γ signals, and instead its shape is obtained

by smoothing the distribution of MC events using KDE. As was done for the modelling

of the Z → e−e+ background, two RooKeysPdf objects were used: one employs the

adaptive method for the smoothing prediction and is used for the core of the invariant

mass distribution (KDEcore); while the other applies a fixed high smoothing parameter

of 2, and is used for the tail of the distribution, where there are fewer events, and the

adaptive mode was found to not provide a smooth enough distribution (KDEtail). The

W± → ρ±γ prediction as a function of mtrack,γ is given by:

P(mtrack,γ) = (1−Erf(mtrack,γ− 115))×KDEcore +((Erf(mtrack,γ− 115)+ 1)×KDEtail,

(5.9)

where the error functions are employed to ensure the continuity of the resulting PDF.

No mirroring is used at the boundaries during the KDE estimation. The resulting
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W± → ρ±γ signal model is shown in Fig. 5.36. The Gaussian width of this curve

is estimated from the full width at half maximum of the distribution (FWHM), by

subtracting ΓW in quadrature. The resulting estimated mass resolution is 3.1%.

Figure 5.36: W± → ρ±γ track-photon invariant mass distribution and the result of
applying KDE smoothing to this distribution.

Tau-photon final state

The m(tau, γ) shape of W± → ρ±γ signal is modelled in the fit to the data in the tau-

photon SR using the product between a Voigtian function and an efficiency curve. As in

the track-photon final state, the Γ width of the Breit-Wigner is fixed to the W natural

width (2.085 ± 0.042 GeV) [15]. The W± → ρ±γ tau-photon invariant mass shape is

described in the final fit using

ε(m)×Voigt(m|µ, σ, Γ = ΓW), (5.10)

where m represents the W boson invariant mass, σ the gaussian width and µ the mean

of the Voigtian. ε(m) is derived as a function of the W boson invariant mass at generator
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level, as was done for the W± → π±γ/W± → K±γ modelling in the track-photon final

state. The resulting efficiency curve is shown in Fig. 5.37(a). It models the effect of the

tau-photon SR selection. The values of the µ and σ parameters are obtained from a fit to

the tau-photon invariant mass distribution of W± → ρ±γ MC events. The result of this

fit is shown in Fig. 5.37(b). The post-fit values of the parameters are µ = 80.3± 0.2 GeV

and σ = 2.3± 0.2 GeV. The latter corresponds to a mass resolution of 2.9%.
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Figure 5.37: (a) Signal efficiency as function of the tau-photon W boson invariant mass at
generator level for W± → ρ±γ; (b) Result of fit to W boson invariant mass distribution
of W± → ρ±γ MC events, using the model described by Eq. (5.10).

5.11 Signal systematic uncertainties

Different systematic sources can affect the normalisation and shape of the signal

distributions. This section presents the signal systematic uncertainties in the track-

photon final state in detail. The signal systematic uncertainties in the tau-photon final

state are also briefly discussed and summarised inTable 5.18. For each relevant signal

systematic uncertainty, an associated nuisance parameter is added to the fit to data.

Ultimately, the shape components of the signal uncertainties were found to be negligible

and only the normalisation components were taken into account in the fit. Statistical MC

uncertainties are also found negligible compared to the uncertainty on the background,
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and therefore no bin-by-bin systematics are added to the fit. Given the differences in

reconstruction, trigger and selection between the two final states, the effect of most

uncertainties is estimated independently for the two final states. In the track-photon

final state analysis, signal uncertainties were estimated using the W± → π±γ MC, with

the same uncertainty being assigned to the W± → ρ±γ signal.

The uncertainties on the ATLAS luminosity and W boson cross section measurements

result on an uncertainty on the signal yield expectation for both final states. The

uncertainty on the integrated luminosity of the full Run 2 proton-proton dataset is

0.83% [47], while the uncertainty on the W boson production cross section is 3.3% [25].

Theoretical modelling uncertainties are also estimated for both analysis final states.

They are associated with high order terms of the perturbative expansion of the inclusive

pp → W cross section which are neglected in its calculation. To estimate these, the

factorisation (µF) and renormalisation scales (µR) used in the generation of the signal

MC samples are multiplied and divided by a factor of two. Seven variations were

considered: {µR, µF} = {0.5, 0.5}, {1.0, 0.5}, {0.5, 1.0}, {2.0, 1.0}, {2.0, 2.0}, {2.0, 1.0}.

For each of these variations, alternative W± → π±γ and W± → ρ±γ samples were

generated, normalised to the W boson production cross section [25]. No reconstruction

simulation was performed for these samples. The SR kinematic requirements were

applied for each sample at generator level. In the case of the track-photon analysis

events were required to meet the following requirements:

• pT(π
±) > 33 GeV;

• |η(π±)| < 2.5;

• pT(γ) > 30 GeV (or 35 GeV for 20% of the events);

• |η(γ)| < 2.37 excluding 1.37 < |η(γ)| < 1.52;

• ∆φ(π±, γ) > π/2.

The envelope of all the variations, meaning the maximum difference between the

number of events in the different alternative samples and the number of events in the

nominal sample, was obtained as a function of the W boson truth mass, and can be

seen in Fig. 5.38, for W± → π±γ events. The average relative difference with respect to
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nominal is taken as the renormalisation and factorisation scale systematic uncertainty,

and corresponds to 6.2%. Since the distribution of these differences is approximately

flat, only a normalisation systematic is taken into account in the fit to the data.
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Figure 5.38: Envelope of the factorisation and renormalisation scale variations as a
function of the W boson truth mass. The nominal W boson truth mass distribution is
represented by the black and dashed line. The blue and red full lines show the envelope
of the variations. The bottom panel shows the relative difference from the envelope
with respect to the nominal value. The grey band shows the resulting normalisation
systematic uncertainty (6.21%).

The uncertainty associated with the pile-up correction applied to the signal MC

samples is also taken into account. Events are re-weighted using alternative pileup scale

factors corresponding to the ±1σ variations on the nominal scale factors, and the signal

expectation is recalculated. The relative difference from the nominal signal expectation

is 2.2% in the track-photon analysis, and is taken as the pileup correction uncertainty.

The impact of uncertainties on the energy calibration and resolution of photons is
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evaluated by applying 70 different variations to the photon four momentum vector.

Each variation allows to evaluate a different component of the total energy scale

and resolution uncertainties. Variations related to the photon energy scale account

for [128]: the statistical and systematic uncertainties on the data-to-MC calibration using

Z → e−e+ decays; uncertainties on the calibration of the layers of the EM calorimeter

and of the barrel-endcap gap scintillator; uncertainties associated with the calibration of

the readout gains of the EM calorimeter electronics; uncertainties on the knowledge of

the detector material between the interaction point and the calorimeter; uncertainties

associated with the dependence of the calorimeter’s cells energy response on the EM

shower width in the η direction; systematics on the extrapolation from the electron-

based calibration with Z → e−e+ decays to photons, due to differences in lateral

shower energy leakage; and uncertainties associated the modelling of the efficiency of

the classification of photons as unconverted/converted. Most of the listed sources of

uncertainty on energy scale are also relevant for electrons, and as such are classified as

electron/γ (EG) scale uncertainties, while the latter two are specific for photons and

are classified as photon scale uncertainties. After each of the photon four momentum

variations are applied, the resulting W± → π±γ distributions are obtained in the

track-photon SR and compared to the nominal distribution. Relative differences with

respect to nominal are calculated for signal yield, mean and width. The uncertainties

resulting from each independent variation are then summed in quadrature, and the

total EG and photon scale uncertainties are obtained, listed in Table 5.15. The same

procedure is followed to evaluate the effect of the uncertainties associated with the

photon energy resolution. The contributions to the total photon resolution uncertainty

are the uncertainties on the effects of pile-up and electronics noise; the uncertainty

associated with the MC smearing based on Z → e−e+ events to match the resolution

observed in data; the uncertainty associated with energy losses in the detector material

upstream of the EM calorimeter; and uncertainties on the intrinsic energy resolution

due to the calorimeter sampling fluctuations [128]. The total effects of the EG resolution

uncertainty on the normalisation, mean and width of the W± → π±γ signal are

listed in Table 5.15. The estimated overall impact of the energy scale and resolution

uncertainties on the signal yield and shape is found to be negligible (<1%) and as such
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no associated nuisance parameter is added to the fit to data.

Table 5.15: Total estimated systematic uncertainties associated with the EG and photon
scale and resolution on the W± → π±γ signal distribution.

Systematic Signal Yield (%) Mean (%) Width (%)

EG Resolution 0.09 0.03 0.80
EG Scale 0.15 0.11 0.91
Photon Scale 0.03 0.05 0.24

Scale factors that correct simulation to match the photon identification and isolation

efficiencies observed in data are applied to the signal MC samples, as explained

in Section 5.1.2. The effect of the uncertainty on these scale factors on the signal yield

in the track-photon SR is estimated to be 2.1%. The photon identification and isolation

components are combined by being summed in quadrature.

The uncertainty on the track reconstruction efficiency also affects the expected signal

yield. The sources of this uncertainty are the knowledge of the ID material [53] and the

modelling of the rate of reconstruction of fake tracks. The impact of this uncertainty

on the track-photon analysis is evaluated by applying five different variations that

randomly remove tracks from the simulated events, depending on η(trk) and pT(trk),

and calculating the resulting relative signal yield difference with respect to nominal.

Each of the five variations evaluate uncertainties associated with: the overall knowledge

of the ID material; the knowledge of material of the IBL; the knowlegedge of the pixel

service region (composed of cables and cooling pipes located between the pixel and SCT

detectors); the physics model used in the Geant4 simulation of hadronic interactions in

the ID material; and the fake rate modelling. The different contributions are summed in

quadrature, yielding an estimated uncertainty due to track reconstruction efficiency of

1.2%.

No scale factors are available to correct the modelling of the dedicated track-photon

trigger efficiency in the signal MC samples. Nevertheless, the photon component of

the triggers utilises the standard ATLAS photon trigger algorithm and as such the

associated scale factors were used, accounting for the photon leg of the trigger. The

uncertainty on these photon trigger scale factors is estimated to be 0.6%. A dedicated

study was performed to estimate the uncertainty associated with the efficiency of the
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track leg of the trigger. It is expected that the largest component of this uncertainty

arises from the modelling of the ET(tau)/pT(trk) variable used in the trigger, since

the largest efficiency loss comes from the requirement applied on it. A recent ATLAS

publication [129] studied the energy response of the ATLAS calorimeter to charged

pions presenting data-MC comparisons of ET(tau)/pT(trk) as a function of pT(trk) and

η(trk). Ratios between the mean and width of the distribution of this variable in data

and MC are provided in the aforementioned publication, and shown in Fig. 5.39, for

tracks with 30 < pT(trk) < 50 GeV. Most of the tracks selected in the track-photon SR

are within this pT range. The ET(tau)/pT(trk) of W± → π±γ MC events is obtained

through ∆R matching of taus in each event to the selected tracks. The distribution of this

variable for events that survive offline selection is corrected using the ratios presented

in Ref. [129]. Depending on η(trk), the value of ET(tau)/pT(trk) is corrected according

to the expression
ET(tau)
pT(trk)

→ ET(tau)
pT(trk)

× µData

µMC
+ A, (5.11)

in which A is a number sampled from a gaussian of the form

Gaus

(
0, σMC ×

√(
σData

σMC

)
− 1

)
. (5.12)

µData
µMC

and σData
σMC

are the ratios from the corresponding η(trk) bin in Fig. 5.39. Fig. 5.40

shows the comparison of the ET(tau)/pT(track) variable before applying the correction

(nominal) and after it has been applied (variation). The efficiency difference to the 0.4

< ET(tau)/pT(track) < 0.85 requirement is -3.6% (relative to nominal). This value is

the estimated uncertainty on the trigger efficiency. The signal normalisation is corrected

accordingly before the fit, yielding the expected number of signal events listed in

Table 5.16.

Table 5.16: Number of signal events after correcting for the ET(tau)/pT(track) data-MC
discrepancies.

Channel Before correction After correction
W± → π±γ 5.25 5.06
W± → K±γ 0.47 0.45
W± → ρ±γ 1.24 1.20
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Figure 5.39: Data-MC comparisons of the mean and width of the ET(tau)/pT(trk)
distribution [129].
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Table 5.17 and Table 5.18 summarise the signal systematic uncertainties in the track-

photon and tau-photon final state analyses, respectively. Uncertainties associated

with photon ID and isolation, photon scale and resolution, pile-up and factorisation

and renormalisation scales are estimated in the tau-photon analysis in the same way

as described for the track-photon analysis. In the case of the trigger uncertainty a

dedicated study of the photon trigger response to taus is performed. With this goal,

a HLT g25 medium mu24 trigger is used to select Z → ττ events. This trigger uses the

same photon selection as the di-photon trigger used in the tau-photon analysis. The

trigger response is compared in data and MC, with the MC modelling the photon

trigger efficiency within 10%. Uncertainties associated with the efficiency of the tau

reconstruction, the tau identification RNN, the electron-tau BDT discriminator used

in the selection, and the tau energy scale are also estimated. They have an estimated

combined effect on the W± → ρ±γ signal yield of 13%.

Table 5.17: Signal systematic uncertainties in the track-photon final state, taken into
account in the fit to data. These are calculated in terms of the expected signal yield.

Source Uncertainty (%)

Photon ID/Isolation Efficiency 2.1
Track Reconstruction Efficiency 1.2
Trigger Eficiency 3.6
Renormalisation and Factorisation Scale 6.2
Pileup 2.2
Luminosity 0.8
Cross Section 3.3

5.12 Statistical analysis and results

The presence of a signal is quantified through a binned extended maximum likelihood

fit to the reconstructed W boson invariant mass distribution. The parameters of interest

of the fit are the W± → π±γ, W± → K±γ and W± → ρ±γ signal strengths (µ). Fits

were performed independently in the track-photon and tau-photon SRs. A simultaneous

fit including both SRs was also performed, allowing to better constrain µ(W± → ρ±γ).

The W± → π±γ and W± → K±γ signal processes cannot be disentangled, as they have
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Table 5.18: Signal systematic uncertainties in the tau-photon final state, taken into
account in the fit to data. These are calculated in terms of the expected signal yield.

Source Uncertainty (%)

Photon ID/Isolation Efficiency 1.9
EG Scale 3.0
EG Resolution 4.9
Photon Scale 1.7
Tau Reconstruction and ID Efficiency 13
Trigger Eficiency 10
Renormalisation and Factorisation Scale 6.5
Pileup 5.5
Luminosity 0.8
Cross Section 3.3

the exact same reconstructed W boson invariant mass shape. Nevertheless, the two

signals have different efficiencies and therefore the choice was made to consider only

one process, while the other signal strength is assumed to be zero. The normalisations

of the background processes are free parameters of the fit, since the Z → e−e+ MC is

not expected to correctly model the rate of mis-reconstruction of electrons as photons

and tracks; and the pre-fit prediction for the number of multijet events in the SR

is extrapolated from the number of events in the GR. The PDFs used to model the

W± → π±γ/W± → K±γ signal in the track-photon SR and the W± → ρ±γ signal in the

tau-photon SR are the ones described by Eq. (5.8) and Eq. (5.10), respectively. As already

explained, the parameters of these functions are fixed to values obtained from the fit

to the W boson invariant mass distribution of MC events. The PDF of the W± → ρ±γ

signal in the track-photon final state is obtained after KDE smoothing is applied to the

W boson invariant mass distribution of W± → ρ±γ MC events (Fig. 5.36). In practise,

a finely binned histogram is the result of the KDE smoothing procedure, and the PDF

used in the fit is obtained through linear interpolation of this finely binned histogram.

The Z → e−e+ background PDF is obtained in the same way. The multijet background

is modelled in the fit by the PDF resulting from moment morphing between different

PDFs, each corresponding to the background shape variations described in Section 5.9.

Each of these shape variations is also KDE smoothed and the corresponding PDF

is obtained from linearly interpolating the resulting finely binned histogram. The
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morphing between variations is controlled by three background nuisance parameters,

αbkg = {α(pT(γ)), α(∆φ(M, γ)), α(tilt)}. While the first two parameters are constrained

in the fit by a Gaussian, the latter is left unconstrained. The systematic uncertainties

on the signal normalisation are also controlled in the fit by nuisance parameters, αsig,

all with an associated Gaussian constraint. There are 7 signal nuisance parameters in

the track-photon fit, one for each uncertainty listed in Table 5.17. In the tau-photon

case, there are 22 signal nuisance parameters, given that the 12 uncertainties which

contribute to the combined tau efficiency uncertainty presented in Table 5.18 were

treated independently in the fit. Given the differences in reconstruction, trigger and

selection between the two final states, most uncertainties were treated in an uncorrelated

manner in the combined fit including both final states. Only the uncertainties associated

with the luminosity and W boson cross section were correlated in the combined fit.

For a general case, the likelihood in a binned extended maximum likelihood fit is

given by

L =
B

∏
i=1

Pois(ni; νi) =
B

∏
i=1

e−νi
ν

ni
i

ni!
, (5.13)

where ni is the number of observed events in bin i, νi is the number of expected events in

bin i and B the number of considered bins [130]. Therefore, the likelihood is the product

of the bin-by-bin probabilities of observing ni events. These probabilities fluctuate

around the expected number of events νi, following a Poisson distribution. For each bin,

νi = ∑p Pip(x; α)νp, in which p runs over the different signal and background processes.

νp denotes the expected total number of events for a specific process and Pip denotes

the probability that an event of process p is found in bin i, which is a function of the

observable x and a set of parameters α. For each bin, Pip is calculated by integrating the

probability density function fp(x; α) corresponding to process p, in bin i,

Ppi(x; α) =
∫ xup

xlow
fp(x; α) dx. (5.14)

In the case at hand, for a background process, νb can be written as

νb = µb × Nb, (5.15)
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while for a signal process, νs is

νs = µs × Ns ×∏
k

(
1 + α

sig
k

)
. (5.16)

Ns and Nb are the pre-fit numbers of expected signal and background events in SR,

respectively; and µs and µb are the signal and background strengths for processes s

and b. For the track-photon final state s = {W± → π±γ/W± → K±γ, W± → ρ±γ},

while for the tau-photon final state s can only be the W± → ρ±γ process. For both

final states, b = {Multijet, Z → e−e+}. The number of expected signal events can be

modified by the signal normalisation uncertainties αsig. The index k runs through the

signal uncertainties included in the considered final state. The PDFs of each process

are the ones already described, which are function of the W boson invariant mass,

all normalised to unity: fs(m) for the signal processes; fZ→ee(m) for Z → e−e+; and

fMultijet(m; αbkg) for the multijet background, which can be modified by the background

shape parameters αbkg. Putting everything together, for each final state considered, one

can write the number of expected events in each bin νi as

νi = ∑
s

(
µs × Ns ×∏

k

(
1 + α

sig
k

)
× Ps,i(m)

)
+µMultijet×NMultijet× PMultijet,i(m; αbkg)

+ µZ→ee × NZ→ee × PZ→ee,i(m). (5.17)

Adding also the Gaussian constraints on the nuisance parameters (not including α(tilt)),

with νi given by Eq. (5.17), for each final state, the likelihood can be written as

L =
B

∏
i=1

e−νi
ν

ni
i

ni!
×∏

k
Gaus(αsig; 0, σ

sig
α )×∏

h
Gaus(αbkg; 0, σ

bkg
α ). (5.18)

In practise, the nuisance parameters controlling the signal systematics are renormalised,

such that σα corresponds to 1 for each signal uncertainty.

The fit was performed in the 60-110 GeV range, where the data-driven background

model was found to provide a more robust prediction of the multijet background shape.

Appendix E details results obtained when varying the fitting range in the track-photon

final state. A discussion on the final choice of fitting range is also included. The pre-fit
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number of expected events in the considered range for the track-photon and tau-photon

SRs can be found in Table 5.19.

Table 5.19: Pre-fit number of expected events in both SRs.

Process Track-photon Tau-photon

Multijet bkg 648237 43133
Z → e−e+ 2064 179
W± → π±γ 4.98 ——
W± → K±γ 0.45 ——
W± → ρ±γ 1.18 0.72

Upper limits on the branching fractions of the targeted decays were set at 95% CL,

using the modified frequentist CLs method [131], and the asymptotic approximation

of the profile likelihood ratio test statistic, detailed in Ref. [132]. The profile likelihood

ratio is defined as

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

, (5.19)

where µ represents a given parameter of interest and θ represents a set of nuisance

parameters. The denominator is the global maximised likelihood, with µ̂ and θ̂ being

the unconditioned values of the respective parameters that maximize the likelihood.

Conversely, the likelihood in the numerator is calculated for a fixed µ value, with ˆ̂θ

being the set of values that maximise the likelihood, for that given µ.

Expected upper limits are obtained using an Asimov dataset, which is defined as the

dataset generated from the defined model, for a given set of parameter values, such that

when a maximum likelihood fit is performed using the same model, the ML estimators

of the parameters are their true values. An initial validation of the fitting framework

was performed using an Asimov dataset built from the pre-fit background expectation.

Likelihood scans of the signal strength parameters were performed for each independent

final state fit configuration and for the simultaneous fit, and preliminary upper limits

on the branching fractions were derived including different systematics, allowing to

study their effect on the analysis sensitivity. A background-only fit on sideband data

was then performed to determine the values of the background nuisance parameters.

A post-sideband fit Asimov was constructed with the background parameters fixed

to their post-sideband fit values and the expected upper limits were re-derived. The
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following subsections detail the results from the initial validation using the pre-sideband

fit Asimov, the results of the fit to sideband data and the expected upper limits obtained

using the post-sideband fit Asimov. Finally the fit to the full, unblinded, dataset is

presented, as well as the observed 95% CL upper limits on the branching fractions.

5.12.1 Fit validation studies with pre-fit background Asimov dataset

Before fitting the data, the fitting framework was validated by performing a signal-

plus-background fit to an Asimov dataset constructed from the pre-fit background

expectation, with the background nuisance parameters set to their nominal values:

µs = 0, µb = 1 and {α(pT(γ)), α(∆φ(M, γ)), α(tilt)} = {0, 0, 0}. A fit to this dataset

should return exactly these parameter values. An independent fit was performed for

each final state, as well as a simultaneous fit to both final states. The results of the

signal-plus-background fits can be found in Table 5.20. Asymmetric uncertainties on the

parameters are presented, obtained using MINOS [133]. As expected, no significant pulls

are observed from the generated values of each parameter, verifying the consistency

of the fit. The post-fit uncertainties of the background shape parameters show that the

pre-fit size of the variations was adequate, and that the fit has power to constrain their

size. Due to the large number of parameters associated with the signal systematics,

these were omitted from the table. For all of them the fit yielded a post fit value of 0± 1,

as expected, since they are fully constrained by the auxiliary measurements from which

their pre-fit value was derived, and the fit has no power to constrain them. The results

of the combined fit can be seen in Fig. 5.41. The signal contributions are scaled to a

fixed branching fraction and overlaid. The correlations between the fit parameters in

the simultaneous fit are shown in Fig. 5.42. Negligible correlations are omitted from

the matrix. Sizeable correlations are observed for the background nuisance parameters.

These somewhat large correlations do not affect the convergence and stability of the fit.

Appendix E includes a discussion on the dependence of the size of the correlations on

the size of the sideband.

Likelihood scans were performed for the signal strength parameters in the considered

fit configurations, and are presented in Figs. 5.43 to 5.45. The value of −2 ln λ is

displayed in the y axis of these figures, in which λ is the profile likelihood ratio,

160



described by Eq. (5.19). These scans verify the stability of the fit, showing a likelihood

which is parabolic near the minimum, and with no local minima. These likelihood scans

are also in agreement with the results in Table 5.20, both in terms of the best fit value

and the uncertainties on the signal strengths, which correspond to −2 ln λ = 1 in the

scans.

The 95% CL upper limits on B(W± → π±γ), B(W± → K±γ) and B(W± → ρ±γ),

obtained using the pre-fit background Asimov dataset are presented in Table 5.21, as

well as the corresponding ±1σ bands. The W± → K±γ and W± → π±γ processes

cannot be distinguished, so only one of these signals is considered at a time, while

the contribution of the other is assumed to be zero. When calculating the upper limit

on B(W± → π±γ/W± → K±γ), µ(W± → ρ±γ) is profiled in the fit, and vice-versa.

The better limit on B(W± → K±γ) compared to the limit on B(W± → π±γ) reflects

the higher SR efficiency for the W± → K±γ signal. Limits were calculated with and

without the inclusion of background shape and signal normalisation systematics in

the likelihood. One can see that including the signal normalisation systematics in the

combined fit only deteriorates the limits on B(W± → π±γ) and B(W± → K±γ) by 1%

and on B(W± → ρ±γ) by 6%. The inclusion of the background shape systematics in

the fit has a more substantial effect on the limit, deteriorating the limits on B(W± →

π±γ) and B(W± → K±γ) by 47% and on B(W± → ρ±γ) by 41%. Comparing the

combined track-photon and tau-photon fit with the independent fits on each final state

(including all systematics) one concludes that the combination improves the expected

limit on B(W± → ρ±γ) by 7%. No improvement of the limits on B(W± → π±γ)

and B(W± → K±γ) is observed in the combined configuration when compared to

the track-photon only fit, when all the systematics are included in the fit. This is

understood when looking at the correlation matrix in Fig. 5.42, since the correlation

between µ(W± → ρ±γ) and µ(W± → π±γ/W± → K±γ) is negligible. The same is not

true when no background shape systematics are included in the fit. In this configuration

the correlation between µ(W± → ρ±γ) and µ(W± → π±γ/W± → K±γ) becomes

more substantial and the combination improves the limits on B(W± → π±γ) and

B(W± → K±γ) by 18%. It was also verified that fixing one of the signal strengths

to zero yields a negligible improvement in the upper limit, when all systematics are
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included, as one would expect given the negligible correlation between µ(W± → ρ±γ)

and µ(W± → π±γ/W± → K±γ). One extra validation of the fit was performed by

injecting signal contributions of different size in the Asimov dataset and then performing

a signal-plus-background fit. This test was done in the track-photon and combined

configurations. The study is documented in Appendix F and shows that the post-fit

value of the signal strength corresponds to the amount of injected signal in all tested

cases (µ = 1, 2, ..., 10).

Table 5.20: Values of the fit parameters after fit to pre-fit background Asimov dataset,
for each independent final state fit configuration and for the simultaneous fit. Due to the
large number of parameters associated with the signal systematics, these were omitted
from the table, as explained in the text.

Parameter Track-photon Tau-photon Combined

Track-photon Tau-photon

α(pγ
T) 0.00+0.03

−0.24 0.00+0.15
−0.25 0.00+0.03

−0.21 0.00+0.15
−0.24

α(∆φ) 0.00+0.02
−0.01 0.00+0.34

−0.22 0.00+0.02
−0.01 0.00+0.33

−0.22

α(tilt) 0.00+0.38
−0.30 0.00+0.74

−0.37 0.00+0.30
−0.22 0.00+0.72

−0.36

µ(Z → e−e+) 1.00+1.05
−0.90 0.99+1.86

−2.15 0.99+0.82
−0.73 0.99+1.83

−2.09

µ(Multijet) 1.000+0.005
−0.005 1.00+0.01

−0.01 1.000+0.003
−0.004 1.00+0.01

−0.01

µ(W± → π±γ) 0+163
−155 —– 0+164

−154

µ(W± → ρ±γ) 2+1009
−935 1+355

−359 2+318
−333

5.12.2 Expected sensitivity with post-sideband fit Asimov dataset

The pre-fit background Asimov dataset allowed to perform preliminary studies of the

sensitivity of the analysis, presented in the previous section, but we must stress that this

”nominal” background expectation was not constrained in anyway using sideband data.

The current section details the results of the fit performed to sideband data and the

expected upper limits derived using a post-sideband fit background Asimov dataset,

which is a more accurate description of the background data. The post-sideband fit

upper limits presented in this section are the ones that should be compared to the

analysis observed upper limits (presented in the next section).
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Figure 5.41: Combined fit to pre-fit background Asimov dataset. The results are shown
in the tau-photon final state (left), and the track-photon final state (right). The signal
contributions are scaled to a fixed branching fraction and overlaid.
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Figure 5.42: Correlation matrix between parameters in combined fit to pre-fit
background Asimov dataset. Given the large number of parameters present in the
fit, only parameters with sizeable correlations were included in the matrix.
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Figure 5.43: Likelihood scans of µ(W± → π±γ) (left) and µ(W± → ρ±γ) (right) in the
track-photon final state.
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Figure 5.44: Likelihood scan of µ(W± → ρ±γ) in the tau-photon final state.
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Table 5.21: Expected branching fraction upper limits at 95% CL obtained using the pre-fit
background Asimov dataset for each final state independently and for the combination.
The limits were calculated including different sets of systematics. The resulting 1σ and
2σ bands are also provided.

Expected (×10−6) ±1σ ±2σ

track-photon

W± → π±γ

No systematics 1.06 1.48/0.77 1.98/0.57
Background shape 1.28 1.78/0.92 2.38/0.69
Signal normalisation 1.08 1.50/0.78 2.01/0.58
All systematics 1.30 1.80/0.93 2.42/0.70

W± → K±γ

No systematics 0.96 1.33/0.69 1.79/0.51
Background shape 1.15 1.60/0.83 2.15/0.62
Signal normalisation 0.97 1.35/0.70 1.81/0.52
All systematics 1.17 1.62/0.84 2.18/0.63

W± → ρ±γ

No systematics 11.64 16.19/8.38 21.71/6.25
Background shape 17.34 24.31/12.49 32.35/9.31
Signal normalisation 11.80 16.43/8.50 22.02/6.33
All systematics 17.59 24.47/12.67 32.81/9.44

tau-photon

W± → ρ±γ

No systematics 3.98 5.54/2.87 7.43/2.14
Background shape 5.62 7.82/4.05 10.49/3.02
Signal normalisation 4.29 5.97/3.09 8.00/2.30
All systematics 6.05 8.42/4.36 11.29/3.25

Combined

W± → π±γ

No systematics 0.87 1.21/0.63 1.63/0.47
Background shape 1.28 1.78/0.92 2.38/0.69
Signal normalisation 0.88 1.23/0.64 1.64/0.48
All systematics 1.30 1.80/0.93 2.42/0.70

W± → K±γ

No systematics 0.78 1.09/0.57 1.46/0.42
Background shape 1.15 1.60/0.83 2.15/0.62
Signal normalisation 0.80 1.11/0.57 1.48/0.43
All systematics 1.17 1.62/0.84 2.18/0.63

W± → ρ±γ

No systematics 3.78 5.24/2.71 7.03/2.02
Background shape 5.34 7.43/3.85 9.97/2.87
Signal normalisation 4.00 5.57/2.88 7.46/2.15
All systematics 5.67 7.89/4.09 10.58/3.04
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Figure 5.45: Likelihood scans of µ(W± → π±γ) (left) and µ(W± → ρ±γ) (right) in
simultaneous fit to the track-photon and tau-photon SRs.

Binned maximum likelihood fits were performed to sideband data in the track-

photon and tau-photon SRs, excluding the W boson invariant mass range between 76.5

and 84.5 GeV. The signal strengths µ(W± → π±γ/W± → K±γ) and µ(W± → ρ±γ),

and nuisance parameters controlling the signal normalisation uncertainties were fixed

to zero in this fit. The results of the fit are presented in Fig. 5.46, which shows good

agreement between the post-fit background model and the data. Table 5.22 lists the

post-fit values of the background normalisations and the background shape nuisance

parameters. The non-zero values of the background shape parameters show their

capability to absorb the residual mismodelling of the multijet background in SR.

Table 5.22: Post-sideband fit value of the track-photon and tau-photon background
nuisance parameters.

Parameter Track-photon Tau-photon

α(pγ
T) 0.06+0.02

−0.02 0.09+0.11
−0.15

α(∆φ) 0.10+0.21
−0.02 -0.14+0.29

−0.24

α(tilt) -1.20+0.20
−0.20 0.27+0.58

−0.49

µ(Z → e−e+) 3.09+0.69
−0.69 -0.20+1.96

−1.96

µ(Multijet) 0.977+0.003
−0.003 1.00+0.01

−0.01

A post-sideband fit Asimov dataset was constructed from the post-sideband fit
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Figure 5.46: Background only fit to track-photon (left) and tau-photon (right) invariant
mass distribution of sideband data. The Z → e−e+ and multijet are drawn separately
in red and blue, respectively. The black full line shows the post-fit background model
(multijet + Z → e−e+). The Z → e−e+ component in the tau-photon final state is not
visible in the plot since it has a negative post-fit value. The signal components are fixed
at a value of 0, and as such are not represented in the plot. The residuals panels show
the differences between the data and total post-fit background.

background prediction, with the nuisance parameters fixed to the values listed in Table 5.22.

A signal-plus-background fit was performed to this Asimov dataset, yielding the post-fit

values presented in Table 5.23. This was done for each final state independently and for

the combination of both track-photon and tau-photon SRs. Once again, the parameters

associated with the signal systematics were omitted from the table, since all of them

presented a post fit value of 0± 1. No significant pulls are observed, with respect to the

expected values (the post-sideband fit values, listed in Table 5.22). The post-fit values of

the signal strengths are consistent with zero, as expected, since no signal was included

in the Asimov.

Expected upper limits at 95% CL were derived and can be found in Table 5.25 (”post-

fit expected”), compared to the preliminary limits obtained using the pre-fit background

Asimov dataset (”pre-fit expected”). This comparison shows that the effect of the pulls

of the background nuisance parameters on the upper limits is small - 6% difference

for B(W± → π±γ) and B(W± → K±γ) and 5% difference for B(W± → ρ±γ). The

effect of the systematic uncertainties on the post-sideband fit expected upper limits was
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also evaluated for the combined configuration, and is detailed in Table 5.24. The same

overall behaviour that was observed in the previous section is observed. The signal

systematic uncertainties are responsible for a 1% deterioration of the expected limits on

B(W± → π±γ) and B(W± → K±γ) and 6% of the limit on B(W± → ρ±γ). The effect

of the background shape uncertainties is, once again, the dominant effect, causing an

approximately 40% deterioration of the three upper limits.

Table 5.23: Values of the fit parameters after fit to Asimov dataset created after a
background-only fit to data sidebands, for each independent final state fit configuration
and for the simultaneous fit. Due to the large number of parameters associated with the
signal systematics, these were omitted from the table.

Parameter Track-photon Tau-photon Combined

Track-photon Tau-photon

α(pγ
T) 0.06+0.03

−0.04 0.09+0.15
−0.20 0.06+0.03

−0.03 0.09+0.14
−0.19

α(∆φ) -0.10+0.01
−0.02 -0.13+0.28

−0.23 -0.10+0.01
−0.01 -0.13+0.28

−0.23

α(tilt) -1.20+0.33
−0.34 0.26+0.75

−0.54 -1.20+0.24
−0.25 0.26+0.72

−0.53

µ(Z → e−e+) 3.08+0.95
−0.95 -0.18+2.14

−2.15 3.09+0.73
−0.73 -0.18+2.09

−2.10

µ(Multijet) 0.976+0.005
−0.005 1.00+0.01

−0.01 0.977+0.003
−0.003 1.00+0.01

−0.01

µ(W± → π±γ) -1+155
−154 —– -1+155

−154

µ(W± → ρ±γ) -8+1019
−1016 0+361

−359 0+339
−338

5.12.3 Fit to full dataset and observed upper limits

This section details the analysis results, obtained using the full unblinded dataset.

A signal-plus-background fit was performed to the full dataset in each final state

independently, and also combining the track-photon and tau-photon final states. The

results of the fit to the track-photon dataset can be found in Fig. 5.47. Both the W± →

π±γ/W± → K±γ and the W± → ρ±γ signal strength parameters are free to float in

the fit. The dotted red line shows the post-fit model (including signal and background).

The signal processes are shown scaled to the same branching fraction of B = 5× 10−5.

On the left the W± → π±γ signal is displayed, while the plot on the right shows the

W± → K±γ signal. The only difference between the two plots is the normalisation of the
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Table 5.24: Expected branching fraction upper limits at 95% CL obtained using the post-
sideband fit background Asimov dataset for the combined track-photon and tau-photon
fit. The limits were calculated including different sets of systematics. The resulting 1σ
and 2σ bands are also provided.

Expected (×10−6) ±1σ ±2σ

Combined

W± → π±γ

No systematics 0.86 1.19/0.62 1.60/0.46
Background shape 1.20 1.68/0.87 1.62/0.47
Signal normalisation 0.87 1.21/0.63 1.62/0.47
All systematics 1.22 1.70/0.88 2.28/0.66

W± → K±γ

No systematics 0.77 1.07/0.55 1.44/0.41
Background shape 1.08 1.51/0.78 2.02/0.58
Signal normalisation 0.78 1.09/0.56 1.46/0.42
All systematics 1.10 1.53/0.79 2.05/0.59

W± → ρ±γ

No systematics 3.75 5.22/2.70 7.00/2.01
Background shape 5.60 7.79/4.03 10.44/3.00
Signal normalisation 3.98 5.54/2.87 7.42/2.14
All systematics 5.95 8.28/4.29 11.10/3.19

Table 5.25: Expected branching fraction upper limits at 95% CL obtained by using the
pre-sideband fit background Asimov dataset (“Pre-fit”) and the Asimov dataset built
using the results of the sideband fit (“Post-fit”).

Pre-fit expected (×10−6) Post-fit expected (×10−6)

W± → π±γ
track-photon 1.30+0.50

−0.37 1.22+0.48
−0.34

combined 1.30+0.50
−0.37 1.22+0.48

−0.34

W± → K±γ
track-photon 1.17+0.45

−0.33 1.10+0.43
−0.31

combined 1.17+0.45
−0.33 1.10+0.43

−0.31

W± → ρ±γ
track-photon 17.59+6.88

−4.92 17.57+6.88
−4.91

tau-photon 6.05+2.37
−1.69 6.38+2.48

−1.78

combined 5.67+2.22
−1.58 5.95+2.33

−1.66
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W± → π±γ/W± → K±γ signal, which comes from the efficiency difference between

the two signals. The results of the fit to the full tau-photon SR are seen in Section 5.12.3.

In this case the Z → e−e+ is not visible since it has a negative post-fit value. On Fig. 5.49

the results of the combined fit to the track-photon (right) and tau-photon (left) SRs

are shown. The post-fit values of the parameters for all fit configurations are listed

in Table 5.26. Table 5.27 lists the post-fit number of events for each contribution. For all

configurations, no significant deviation from the background prediction was observed:

in the track-photon final state the post-fit signal strength is consistent with zero within

1σ and 1.3σ for W± → ρ±γ and W± → π±γ/W± → K±γ, respectively; in the tau-

photon final state µ(W± → ρ±γ) is consistent with 0 within 0.04σ; and in the combined

fit the signal strengths are compatible with zero within 0.37σ and 1.3σ, respectively. The

signal systematics nuisance parameters, which were once again omitted from the table

have a post-fit value of 0± 1. When comparing Table 5.26 with Table 5.22, no significant

deviations are observed for the background nuisance parameters, showing that the the

background model derived from the fit to sideband data provides a good prediction of

the full SR background.

The expected and observed upper limits on the branching fractions, at 95% CL

are reported in Table 5.28, for each final state independently and for the combination.

The limits on B(W± → π±γ) and B(W± → K±γ) for the combined and track-photon

only fits are numerically equivalent. Including the track-photon SR in the fit improves

the observed (expected) limit on B(W± → ρ±γ) by 18% (7%), with respect to the

tau-photon only limit. These results correspond to the first reported upper limits

set on B(W± → K±γ) and B(W± → ρ±γ) and the most stringent upper limit on

B(W± → π±γ), improving the previous limit set by CDF by a factor of 4. This analysis

is a step towards precision tests of QCD factorisation using exclusive hadronic decays

of the W boson. A W boson mass measurement using fully reconstructed decays might

also become possible as larger datasets become available.
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Figure 5.47: Signal-plus-background fit to the full dataset in the track-photon final
state. Both the W± → π±γ/W± → K±γ and the W± → ρ±γ signal strengths are free
to float in the fit. The Z → e−e+ and multijet are drawn separately in red and blue,
respectively.The Z → e−e+ contribution is stacked on top of the multijet background.
The dotted red line shows the post-fit signal-plus-background model. The W± → π±γ
(left) and W± → K±γ (right), as well as the W± → ρ±γ are scaled to the same branching
fraction, B = 5× 10−5, for visibility. showing the differences in efficiency. The bottom
panel shows the differences between the data and the fitted background. The black error
bars include only the statistical uncertainty on the data. The yellow band represents the
post-fit ±1σ uncertainty band on the background estimation.

Table 5.26: Post-fit values of the parameters after signal-plus-background fit to full
dataset, for each independent final state fit configuration and for the simultaneous fit.
Due to the large number of parameters associated with the signal systematics, these
were omitted from the table.

Parameter Track-photon Tau-photon Combined

Track-photon Tau-photon

α(pγ
T) 0.10+0.03

−0.03 0.15+0.15
−0.15 0.08+0.03

−0.03 0.17+0.14
−0.14

α(∆φ) -0.08+0.01
−0.01 -0.15+0.27

−0.23 -0.08+0.01
−0.01 -0.14+0.28

−0.27

α(tilt) -0.85+0.33
−0.33 0.44+0.74

−0.64 -1.06+0.24
−0.25 0.61+0.72

−0.68

µ(Z → e−e+) 2.40+0.94
−0.94 -0.45+2.15

−2.02 2.97+0.72
−0.72 -0.89+2.10

−2.10

µ(Multijet) 0.978+0.005
−0.005 1.00+0.01

−0.01 0.975+0.003
−0.003 1.00+0.01

−0.01

µ(W± → π±γ) 196+158
−153 —– 195+157

−154

µ(W± → ρ±γ) -1015+1007
−1033 -1+359

−360 -122+334
−350
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Figure 5.48: Signal-plus-background fit to the full dataset in the tau-photon final state.
The dotted red line shows the post-fit signal-plus-background model. The multijet
background is stacked on top of the Z → e−e+ contribution, which is not visible since
it has a negative post-fit value. The W± → ρ±γ is scaled to a branching fraction of
B = 5× 10−5 for visibility. The bottom panel shows the differences between the data
and the fitted background.The black error bars include only the statistical uncertainty
on the data. The yellow band represents the post-fit ±1σ uncertainty band on the
background estimation

Table 5.27: Post-fit number of events.

Process Track-photon Tau-photon Combined

Track-photon Tau-photon

W± → π±γ 978 ± 770 —- 971 ± 768 —-

W± → K±γ 979 ± 766 —- 971 ± 767 —-

W± → ρ±γ -1196 ± 1191 -9 ± 252 -144 ± 396 -87 ± 239

Z → e−e+ 4946 ± 1961 -80 ± 385 6126 ± 1495 -160 ± 377

Multijet 634230 ± 3280 43007 ± 618 632008 ± 2242 43166 ± 598

Data 638962 42918 638963 42918
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Figure 5.49: Signal-plus-background combined fit to full dataset in the tau-photon
final state (left), and the track-photon final state (right). The dotted red line shows the
post-fit signal-plus-background model. The Z → e−e+ contribution is stacked on top
of the multijet background. On the right, the Z → e−e+ contribution can be seen on
the bottom, while for the tau-photon final state (left) this contribution is not visible
due to its negative post-fit value. The signal processes are shown scaled to the same
branching fraction of B = 5× 10−5. The bottom panels show the differences between
the data and the fitted background. The black error bars include only the statistical
uncertainty on the data. The yellow band represents the post-fit ±1σ uncertainty band
on the background estimation.

Table 5.28: Observed upper limits, compared to the expected upper limits estimated
using the post sideband fit Asimov.

Expected limit (×10−6) Observed limit (×10−6)

W± → π±γ
track-photon 1.22+0.48

−0.34 1.88

combined 1.22+0.48
−0.34 1.87

W± → K±γ
track-photon 1.10+0.43

−0.31 1.67

combined 1.10+0.43
−0.31 1.68

W± → ρ±γ
track-photon 17.57+6.88

−4.91 12.58

tau-photon 6.38+2.48
−1.78 6.29

combined 5.95+2.33
−1.66 5.17
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Chapter 6

Conclusion

In the last decades, the SM has been tested extensively by the LHC experiments at

unprecedented centre-of-mass energies, allowing to survey larger areas of the phase

space; and using increasingly larger datasets, achieving unprecedented levels of statistical

precision. Time and time again, physics analyses have yielded results consistent with

the SM predictions. Nevertheless, there are still gaps which can be explored in the hunt

for physics beyond the SM. Many rare processes which have been predicted by the SM

are yet to be observed. Additionally, the theoretical precision on some SM parameters

is yet to be matched by experiments. Any observed deviation from theory predictions

could arise from physics beyond the SM, and would open a new path for experimental

exploration.

New experimental challenges arise from pushing the luminosity and centre-of-mass

energy frontiers at the LHC. As the luminosity increases, uncertainties associated with

the modelling of background processes through simulation become limiting factors in

analyses: in many cases the available Monte Carlo simulations have large associated

theoretical uncertainties, as is the case for processes involving non-perturbative QCD

effects; moreover, it is often computationally expensive to generate large samples,

leading to large associated statistical uncertainties. Another challenge comes as higher

centre-of-mass energies are reached, and dense charged particle environments, such

as the cores of highly energetic jets, become more prevalent in analyses. In these

environments, the level of separation between charged particles becomes of the order of

the granularity of the ATLAS inner detector, negatively impacting the track reconstruction
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efficiency. It is important to fully characterise the tracking performance in these

challenging environments and to validate its modelling in simulation.

The work presented in this thesis addresses these experimental challenges and

introduces new experimental constrains on rare SM processes. A data-driven methodology

for measuring the track reconstruction efficiency in dense environments, which had

been previously introduced in Ref. [2], is developed further. Several improvements to

the method are introduced in this thesis: the multiple-track template is now derived

from sampling the single-track template, and consequently the contamination from

clusters wrongly identified as merged is removed; two and three-track templates are

built separately allowing to quantify two and three track contributions in the fits to

the measurement distributions; the Flost calculation is extended to account for three

track clusters; the single-track templates are smoothed reducing the impact of statistical

fluctuations, and eliminating the need to use the templates from the lower jet pT bin in

the fits corresponding to higher pT bins; the templates are allowed to shift in dE/dx in

order to account for the discrepancies observed due to momentum difference between

clusters from inside and outside the jet core; and finally the fit range is extended. These

improvements eliminate most of the sources of systematic uncertainties listed in Ref. [2].

A preliminary measurement of Flost as a function of pT(jet) and |η(trk)|, using 2018

ATLAS pp collision data at
√

s = 13 TeV is presented. The results are comparable to

what was previously observed for 2015 ATLAS data. Flost is shown to increase with

higher values of pT(jet) and |η(trk)|.

A novel, non-parametric data-driven modelling technique was presented. This

technique relies on obtaining a model of conditional probabilities of relevant variables

which describes the data, using a region defined by a looser version of the analysis

event selection. By employing the method, one can obtain a description of the shape

of the background in a discriminant variable, after re-applying the analysis signal

region requirements. An implementation of this method which uses ancestral sampling

is presented in detail, and its application was exemplified using the search for H →

φ(K+K−)γ as a case study. A signal injection test was performed, showing the robustness

of the technique under signal contamination. Furthermore, an ensemble of independent

statistical tests was performed, demonstrating that the method introduces no significant
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bias to signal extraction. A second implementation of the method, relying on conditional

adversarial networks was also briefly discussed. The two implementations of this

novel background modelling technique are general enough to be applicable to a broad

spectrum of analyses.

Finally, the search for exclusive hadronic decays of the W boson, using pp collision

data collected by the ATLAS experiment, at
√

s = 13 TeV, was presented. Three decays

were targeted: W± → π±γ, W± → K±γ and W± → ρ±γ. This search was enabled

by the implementation of dedicated track-photon triggers. The use of standard di-

photon triggers, taking advantage of the decay of the π0 in the final state into collimated

photons, was also instrumental in the search for W± → ρ±γ, significantly increasing the

analysis sensitivity to this specific decay channel. Moreover, the data-driven background

modelling discussed in this thesis allowed to model the dominant multijet background,

for which no reliable MC simulation samples were available. Upper limits are set on the

branching fractions of the decays, at 95% CL: B(W± → π±γ) < 1.9× 10−6, B(W± →

K±γ) < 1.7× 10−6 and B(W± → ρ±γ) < 5.4× 10−6. These results correspond to the

first experimental constraints on B(W± → K±γ) and B(W± → ρ±γ), and the most

stringent upper limit on B(W± → π±γ) to date, improving the limit previously set by

the CDF experiment, by a factor of 4. Future sensitivity improvements could come from

further trigger optimisation. Most of the efficiency loss coming from the track-photon

trigger originates from the ET(tau)/pT(trk) requirement, so a loosened higher limit

would be ideal. Nevertheless, one must consider the total trigger rates, so it might

not be trivial to loosen this requirement without introducing a new one. The search

for the W± → ρ±γ decay would greatly benefit from the development of a dedicated

trigger. Finally, one must not rule out potential improvements to the sensitivity from

multivariate analysis techniques, which were not explored during the development of

the analysis, but could be studied in the future.

This work provides relevant input for the design of future collider experiments,

where exclusive hadronic decays of the W boson could potentially be observed for the

first time. Future e+e− colliders are expected to deliver a clean sample ofO(108) W+W−

events [134], which would allow access to the W± → D±s γ and W± → π±π∓π± decays

according to current SM predictions [28, 31, 35, 135]. Future hadron colliders promise to
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produce O(1012) W bosons [136], which would translate to thousands of W± → π±γ

and W± → ρ±γ decays and hundreds of W± → K±γ decays. In both cases, the

observation of these channels pose significant experimental challenges both in terms of

trigger strategy and background discrimination. Thus, careful detector optimization is

required in order to access these signatures, and exploit them as a new way to measure

the W boson properties and to probe the QCD factorization formalism. The novel

experimental techniques presented in this thesis are a first step towards the observation

of these decays in future facilities, which are currently being planned.
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Appendix A

Cluster dE/dx fit results

Figs. A.1 to A.8 show the results of the binned maximum likelihood fit performed to

the dE/dx distribution of single track clusters from inside the jet core for the different

pT(jet) and |η(trk)| bins considered in the analysis. Figs. A.9 to A.16 show the results

of the fit to the dE/dx distribution of two track clusters from inside the jet core, in the

same bins.
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Figure A.1: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 200 < pT(jet) < 400 GeV. The
bottom panel displays the ratio between the post-fit model and the data.The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

1 ).

194



310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 600 (GeV)
jet

T
400 < p

(track)| < 0.5η0.0  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 2206± = 3998990 1trkN
 0.001± = 0.075 

1
µ

 944± = 35808 2trkN
 0.034± = 0.149 

2
µ

 2009± = 4034798 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 600 (GeV)
jet

T
400 < p

(track)| < 1.0η0.5  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 2248± = 4159236 1trkN
 0.001± = 0.074 

1
µ

 973± = 49951 2trkN
 0.036± = 0.116 

2
µ

 2052± = 4209172 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 600 (GeV)
jet

T
400 < p

(track)| < 1.5η1.0  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 1939± = 3338908 1trkN
 0.000± = 0.070 

1
µ

 776± = 59481 2trkN
 0.000± = 0.182 

2
µ

 308± = 3674 3trkN
 0.000± = 0.356 

3
µ

 1844± = 3402064 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 600 (GeV)
jet

T
400 < p

(track)| < 2.5η1.5  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 1306± = 1533951 1trkN
 0.001± = 0.054 

1
µ

 539± = 39195 2trkN
 0.018± = 0.182 

2
µ

 270± = 4915 3trkN
 0.061± = 0.042 

3
µ

 1256± = 1578074 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

Figure A.2: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 400 < pT(jet) < 600 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

1 ).

195



210

310

410

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 800 (GeV)
jet

T
600 < p

(track)| < 0.5η0.0  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 962± = 727604 1trkN
 0.001± = 0.069 

1
µ

 458± = 12409 2trkN
 0.062± = -0.017 

2
µ

 860± = 740015 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

210

310

410

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 800 (GeV)
jet

T
600 < p

(track)| < 1.0η0.5  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 915± = 714357 1trkN
 0.001± = 0.070 

1
µ

 367± = 13458 2trkN
 0.020± = 0.182 

2
µ

 853± = 727817 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

210

310

410

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 800 (GeV)
jet

T
600 < p

(track)| < 1.5η1.0  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 778± = 525575 1trkN
 0.001± = 0.070 

1
µ

 347± = 13203 2trkN
 0.035± = 0.149 

2
µ

 158± = 1250 3trkN
 0.080± = 0.124 

3
µ

 735± = 540027 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

210

310

410

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 800 (GeV)
jet

T
600 < p

(track)| < 2.5η1.5  < |
1 trk clusters

R(jet, trk)<0.05∆

data
1 track contribution
2 track contribution
3 track contribution
Fit

 473± = 204445 1trkN
 0.002± = 0.040 

1
µ

 181± = 6746 2trkN
 0.003± = 0.249 

2
µ

 74± = 895 3trkN
 0.001± = 0.167 

3
µ

 461± = 212086 reco
1N

0 1 2 3 4 5 6 7
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

Figure A.3: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 600 < pT(jet) < 800 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

1 ).
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Figure A.4: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 800 < pT(jet) < 1000 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

1 ).
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Figure A.5: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 1000 < pT(jet) < 1200 GeV and 0
< |η| < 1.5. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

1 ).
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Figure A.6: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 1200 < pT(jet) < 1400 GeV and 0
< |η| < 1.5. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

1 ).
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Figure A.7: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 1400 < pT(jet) < 1800 GeV and 0
< |η| < 1.5. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

1 ).
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Figure A.8: Result of the binned maximum likelihood fits to the dE/dx distribution
of single track clusters from inside the jet core, for 1000 < pT(jet) < 1800 GeV and 1.5
< |η| < 2.5. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

1 ).
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Figure A.9: Result of the binned maximum likelihood fits to the dE/dx distribution
of two track clusters from inside the jet core, for 200 < pT(jet) < 400 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

2 ).
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Figure A.10: Result of the binned maximum likelihood fits to the dE/dx distribution
of two track clusters from inside the jet core, for 400 < pT(jet) < 600 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

2 ).
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Figure A.11: Result of the binned maximum likelihood fits to the dE/dx distribution
of two track clusters from inside the jet core, for 600 < pT(jet) < 800 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

2 ).
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Figure A.12: Result of the binned maximum likelihood fits to the dE/dx distribution
of two track clusters from inside the jet core, for 800 < pT(jet) < 1000 GeV. The
bottom panel displays the ratio between the post-fit model and the data. The post-fit
values of the fit parameters are reported, as well as the total number of clusters in the
measurement distribution (Nreco

2 ).

205



1

10

210

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1200 (GeV)
jet

T
1000 < p

(track)| < 0.5η0.0  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 68± = 2866 1trkN
 0.018± = 0.050 

1
µ

 171± = 15556 2trkN
 0.022± = 0.390 

2
µ

 127± = 2893 3trkN
 0.002± = -0.000 

3
µ

 146± = 21316 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a 1

10

210

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1200 (GeV)
jet

T
1000 < p

(track)| < 1.0η0.5  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 60± = 2502 1trkN
 0.016± = 0.053 

1
µ

 154± = 13389 2trkN
 0.020± = 0.382 

2
µ

 110± = 2149 3trkN
 0.003± = -0.000 

3
µ

 134± = 18040 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

1

10

210

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1200 (GeV)
jet

T
1000 < p

(track)| < 1.5η1.0  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 47± = 1731 1trkN
 0.019± = 0.055 

1
µ

 96± = 6026 2trkN
 0.012± = 0.183 

2
µ

 65± = 1709 3trkN
 0.004± = 0.000 

3
µ

 97± = 9466 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

Figure A.13: Result of the binned maximum likelihood fits to rhe dE/dx distribution of
two track clusters from inside the jet core, for 1000 < pT(jet) < 1200 GeV and 0 < |η| <
1.5. The bottom panel displays the ratio between the post-fit model and the data. The
post-fit values of the fit parameters are reported, as well as the total number of clusters
in the measurement distribution (Nreco

2 ).
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Figure A.14: Result of the binned maximum likelihood fits to the dE/dx distribution of
two track clusters from inside the jet core, for 1200 < pT(jet) < 1400 GeV and 0 < |η| <
1.5. The bottom panel displays the ratio between the post-fit model and the data. The
post-fit values of the fit parameters are reported, as well as the total number of clusters
in the measurement distribution (Nreco

2 ).

207



1

10

210

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1800 (GeV)
jet

T
1400 < p

(track)| < 0.5η0.0  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 50± = 1706 1trkN
 0.010± = 0.050 

1
µ

 129± = 8760 2trkN
 0.023± = 0.355 

2
µ

 96± = 1937 3trkN
 0.002± = -0.000 

3
µ

 111± = 12403 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a 1

10

210

310

410

510

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1800 (GeV)
jet

T
1400 < p

(track)| < 0.5η0.0  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 50± = 1706 1trkN
 0.010± = 0.050 

1
µ

 129± = 8760 2trkN
 0.023± = 0.355 

2
µ

 96± = 1937 3trkN
 0.002± = -0.000 

3
µ

 111± = 12403 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

1

10

210

310

410

2
 c

m
-1

C
lu

st
er

s 
/ 0

.1
 M

eV
 g

 < 1800 (GeV)
jet

T
1400 < p

(track)| < 1.5η1.0  < |

data
1 track contribution
2 track contribution
3 track contribution
Fit

 27± = 592 1trkN
 0.003± = 0.152 

1
µ

 52± = 1963 2trkN
 0.028± = 0.310 

2
µ

 32± = 452 3trkN
 0.000± = 0.516 

3
µ

 55± = 3006 reco
2N

0 1 2 3 4 5 6
]2 cm-1dE/dx [MeV g

0.6
0.8

1
1.2
1.4

M
od

el
 / 

D
at

a

Figure A.15: Result of the binned maximum likelihood fits to the dE/dx distribution of
two track clusters from inside the jet core, for 1400 < pT(jet) < 1800 GeV and 0 < |η| <
1.5. The bottom panel displays the ratio between the post-fit model and the data. The
post-fit values of the fit parameters are reported, as well as the total number of clusters
in the measurement distribution (Nreco

2 ).
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Figure A.16: Result of the binned maximum likelihood fits to the dE/dx distribution
of two track clusters from inside the jet core, for 1000 < pT(jet) < 1800 GeV and 1.5
< |η| < 2.5. The bottom panel displays the ratio between the post-fit model and the
data. The post-fit values of the fit parameters are reported, as well as the total number
of clusters in the measurement distribution (Nreco

2 ).
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Appendix B

KDE smoothing of single-track templates

The single track templates obtained after KDE smoothing can be found in Figs. B.1

to B.7, for the differentpT(jet) and |η(trk)| bins considered in the analysis.
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Figure B.1: Single track template before and after KDE smoothing, for 400 < pT(jet) <
600 GeV.
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Figure B.2: Single track template before and after KDE smoothing, for 600 < pT(jet) <
800 GeV.
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Figure B.3: Single track template before and after KDE smoothing, for 800 < pT(jet) <
1000 GeV.
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Figure B.4: Single track template before and after KDE smoothing, for 1000 < pT(jet) <
1200 GeV and 0 < |η(trk)| < 1.5.
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Figure B.5: Single track template before and after KDE smoothing, for 1200 < pT(jet) <
1400 GeV and 0 < |η(trk)| < 1.5.
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Figure B.6: Single track template before and after KDE smoothing, for 1400 < pT(jet) <
1800 GeV and 0 < |η(trk)| < 1.5.
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Figure B.7: Single track template before and after KDE smoothing, for 1000 < pT(jet) <
1800 GeV and 1.5 < |η(trk)| < 2.5.
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Appendix C

Data-model comparisons in SR

Fig. C.1 and Fig. C.2 show the SR distributions of the primary variables of the modelling

and of another compound variable, pT(φ, γ), once again for both realisations of the

sampling. Reasonable data-model agreement is seen for all variables.
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Figure C.1: Distributions of kinematic and isolation variables in the SR, for the simulated
data and background model built using the events in GR directly.
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Figure C.2: Distributions of kinematic and isolation variables in the SR, for the simulated
data and background model built after sampling with replacement from the GR.
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Appendix D

Control plots for track-photon final state

Figs. D.1 to D.8 show the background prediction compared to data in all regions, for

the track-photon final state. The W± → π±γ, W± → K±γ and W± → ρ±γ signal and

Z → e−e+ background distributions are also shown. The signal distributions are scaled

to branching ratios that improve their visualisation.

The distributions of the kinematic and isolation variables directly included in the

modelling are shown. Even though the agreement is not perfect for some of the variables,

the model is still able to describe compound variables like the m(track, γ), as can be

seen in ?? and pT(track, γ).
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Figure D.1: pT(track, photon) distribution for data, background and signal in the track-
photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.2: pT(track) distribution for data, background and signal in the track-photon
GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.3: pT(γ) distribution for data, background and signal in the track-photon GR,
VR1, VR2a, VR2b, VR3 and SR.
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Figure D.4: ∆R(track, photon) distribution for data, background and signal in the
track-photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.5: ∆φ(track, photon) distribution for data, background and signal in the
track-photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.6: Photon track isolation distribution for data, background and signal in the
track-photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.7: Photon calo isolation distribution for data, background and signal in the
track-photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Figure D.8: Track isolation distribution for data, background and signal in the track-
photon GR, VR1, VR2a, VR2b, VR3 and SR.
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Appendix E

Fit Range Studies

The fit was initially performed from 0 to 300 GeV. However, it was found that the

background model described the data better in a range closer to the signal window. This

appendix details the results obtained when using different ranges in the track-photon

final state.s

Fits were performed to Asimov datasets built from the pre-fit expected backgrounds

in the different mass ranges. The results are detailed in Table E.1. The correlations

between the fit parameters can be found in Figs. E.1 to E.4. One can see that the

correlations between the background parameters are more sizeable for the reduced

ranges. Table E.3 presents the expected limits on the W± → π±γ and the W± →

ρ±γ channels, obtained while fixing the other signal to zero. Comparing Table E.3

with Table E.2 one can see that in the lowest range considered there is no appreciable

gain in sensitivity, while for the increased fit ranges the sensivity is improved by fixing

the other signal µ. This is understood by looking at Fig. E.1, where it can be seen that

for the reduced range of 60-110 GeV the correlation between the two signals becomes

negligible.

Fits to sideband data were also repeated for different mass ranges and can be

seen in Fig. E.5. The final values and uncertainties of the fit parameters are reported

in Table E.4. Upper limits at 95% CLs were derived using the post-sideband fit Asimov

dataset, with the background normalisations and background shape parameters set to

their post-sideband fit values. The upper limit results can be found in Table E.5 (post-fit

expected limits), and can be compared to the limits obtained using pre-sideband fit
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Asimov datasets (Asimovs built with background nuisance parameters fixed to their

pre-fit values). From Table E.4 it can be seen that the post-fit values of the parameters

vary depending on the considered range, with α(tilt) and µ(Z → e−e+) varying 3.5σ

and 2 σ, respectively, from the smallest to the largest range considered. However, as

seen from the results of Table E.5 the effect of the background parameter pulls on the

limits is not significant - it ranges from 0.06σ to 0.22σ for W± → π±γ and from 0.002σ

to 0.04σ for W± → ρ±γ. Furthermore, it can be seen that the effect of increasing the

fitting window between 60 - 110 GeV and 60 - 140 GeV is also not considerable - 0.35σ

for W± → π±γ and 0.86σ for W± → ρ±γ.

As seen from the fit results and the expected limits (Table E.2), increasing the fit range

improves the sensitivity of the search, mainly due to better data-driven constraints

on the inclusive background shape parameters. At the same time, by looking at the

residuals in Fig. E.5, once can start seeing a slight deterioration of the background

modelling near the blinded region. Therefore, it is preferable to use a reduced fitting

range to utilise the area where the background model can better accommodate the data.

Thus, the decision was made to use the 60− 110 GeV range, the most conservative

choice. Furthermore, the expected improvement in the sensitivity by enlarging the fit

range counteracts any potential issues arising from the background modelling, and thus

no appreciable fit range systematics are expected to arise from this choice.
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Figure E.1: Correlation matrix between parameters in fit to Asimov dataset constructed
from the expected background in the track-photon final state, with a considered mass
range of 60-110 GeV.
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Figure E.2: Correlation matrix between parameters in fit to Asimov dataset constructed
from the expected background in the track-photon final state, with a considered mass
range of 60-120 GeV.
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Figure E.3: Correlation matrix between parameters in fit to Asimov dataset constructed
from the expected background in the track-photon final state, with a considered mass
range of 60-130 GeV.
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Figure E.4: Correlation matrix between parameters in fit to Asimov dataset constructed
from the expected background in the track-photon final state, with a considered mass
range of 60-140 GeV.
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Table E.2: Expected branching fraction upper limits at 95% CL, estimated using the
pre-sideband fit Asimov dataset . Upper limits are estimated including different sets of
uncertainties.

60-110 GeV 60-120 GeV 60-130 GeV 60-140 GeV

W± → π±γ [×10−6] (W± → ρ±γ profiled, W± → K±γ set to 0)

No systematics 1.07 1.07 1.07 1.07
Shape 1.29 1.18 1.13 1.11
Norm 1.09 1.09 1.09 1.09

Shape + Norm 1.31 1.20 1.15 1.13

W± → ρ±γ [×10−6] (W → π/Kγ profiled)

No systematics 11.72 11.35 11.18 11.08
Shape 17.47 15.14 13.92 13.41
Norm 11.89 11.52 11.34 11.24

Shape + Norm 17.72 15.36 14.11 13.61

Table E.3: Expected branching fraction upper limits at 95% CLs for W± → π±γ, W± →
K±γ, W± → ρ±γ signal considering one process at a time (the other signal is fixed at
zero). These limits were obtained using the pre-sideband fit Asimov dataset

60-110 60-120 GeV 60-130 GeV 60-140 GeV

W± → π±γ only [×10−6]

Shape + Norm 1.31 1.17 1.06 1.00

W± → ρ±γ only [×10−6]

Shape+Norm 17.72 14.94 12.91 11.98
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Figure E.5: Background only fit to the sideband dataset in the track-photon final state,
for different ranges, from top to bottom, left to right: 60-110 GeV, 60-115 GeV, 60-120
GeV, 60-125 GeV, 60-130 GeV, 60-135 GeV and 60-140 GeV.
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Table E.5: Expected branching fraction upper limits at 95% CL, with corresponding 1σ
intervals, for different ranges considered. The limits are derived using Asimov datasets
built from the expected backgrounds before and after the fit to sideband data (i.e. with
the pre-fit and post-fit values of the background normalisations and background shape
parameters).

60-110 GeV 60-115 GeV 60-120 GeV 60-125 GeV 60-130 GeV 60-135 GeV 60-140 GeV

Pre-sideband Fit Expected Limits [×10−6]

W± → π±γ 1.31+0.51
−0.37 1.25+0.49

−0.35 1.20+0.48
−0.33 1.17+0.46

−0.33 1.15+0.45
−0.32 1.140.45

0.32 1.13+0.44
−0.31

W± → ρ±γ 17.72+6.95
−4.95 16.45+6.44

−4.60 15.36+6.02
−4.29 14.35+5.62

−4.01 14.11+5.53
−3.94 13.83+5.41

−3.87 13.61+5.33
−3.80

Post-sideband Fit Expected Limits [×10−6]

W± → π±γ 1.23+0.48
−0.34 1.20+0.46

−0.34 1.16+0.46
−0.32 1.14+0.45

−0.32 1.12+0.45
−0.31 1.12+0.44

−0.31 1.11+0.44
−0.31

W± → ρ±γ 17.71+6.93
−4.95 16.46+6.45

−4.60 15.37+6.02
−4.30 14.59+5.71

−4.08 14.05+5.50
−3.93 13.70+5.37

−3.83 13.45+5.27
−3.76
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Appendix F

Signal Injection Tests

F.1 Fit in track-photon final state

As an additional check, different levels of W± → π±γ signal were injected into the

pre-sideband fit Asimov dataset of the expected backgrounds in the track-photon final

state, and the fit was repeated for each configuration. The fit was found to be robust

under signal injections, with the signal strength parameter reproducing the amount

of signal injected in each test. Table F.1 lists the values of fitted µ(W± → π±γ) after

injection of different amounts of signal. Fig. F.1 shows the fit results for a signal injection

of µ = 5 and µ = 10.

Table F.1: Fitted values of µ(W± → π±γ) for different amounts of injected signal in the
track-photon SR. In this case, µ(W± → π±γ) = 1 corresponds to a branching fraction of
1× 10−6.

µINJ µFIT σµ

1 1.000 +0.654/-0.612
2 2.000 +0.680/-0.625
3 3.000 +0.717/-0.648
4 4.000 +0.762/-0.682
5 5.000 +0.816/-0.724
6 6.000 +0.875/-0.773
7 7.000 +0.940-0.828
8 8.000 +1.009/-0.887
9 9.000 +1.081/-0.950
10 10.000 +1.156/-1.015
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Figure F.1: Results of the fit to the pre-sideband fit Asimov dataset in the track-photon
final state with signal injected equivalent to µ(W± → π±γ) = 5 (left) and µ(W± → π±γ)
= 10 (right). In this case, µ = 1 corresponds to a branching fraction of 1× 10−6.

F.2 Combined Fit

A signal corresponding to µ(W± → ρ±γ) = 10 (corresponding to B = 10× 10−6) was

injected into the pre-sideband fit Asimov dataset for the combination between track-

photon and tau-photon SRs. As for the fit including only the track-photon final state, the

result reproduces the level of signal injected, with µFIT(W± → ρ±γ) = 10.000 (+3.424,

-3.300). Fig. F.2 shows the result of this fit on both categories.
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Figure F.2: Results of the fit to the pre-sideband fit Asimov dataset in the combined
track-photon (left) and tau-photon final state (right) with signal injected µ(W± → ρ±γ)
= 10.
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