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Abstract

The NA62 experiment at CERN is designed to perform a precision measurement of

the ultra-rare K` Ñ π`νν̄ branching fraction. The experiment relies on a kinematic

background rejection using the missing mass-squared signatures of the contributing

background components. As the signal is of the Op10´10q smaller than that of the

most common kaon decays, the tracking performance of the detector must be ex-

ceptional in order to achieve a large signal to background ratio of S{B « 10. In this

thesis, two tools to aid with the tracking procedure have been developed. Firstly,

a field map which describes the fringe field of the spectrometer magnet has been

created, tested and implemented in the NA62 Monte-Carlo software. Additionally,

an analysis procedure to improve the precision and accuracy of track momentum in

data was developed.

Such tools are essential, not only for theK` Ñ π`νν̄ decay, but also for all decays

containing tracks. In particular, they have been used to aid the measurement of the

branching fraction and form factor for the Standard Model decay K` Ñ π`µ`µ´

which is described here. The measurement has been performed using the data col-

lected by the NA62 experiment in 2016 and 2017. The event selection, trigger ef-

ficiency determination and the analysis techniques used for the measurement are

presented. The analyses of the two data sets are provided separately to demonstrate

the progressing sensitivity of the detector. The final results are compatible with pre-

vious measurements in literature, demonstrating the future potential of NA62 for

when a larger data set is available.
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1
Introduction

For the last half-century, the Standard Model (SM) of particle physics has developed

into one of the most accomplished theories in history. The most recent verification is

the discovery of the Higgs-like resonance at the LHC by both the ATLAS and CMS

experiments. The resonance, with mass MH “ p125.18 ˘ 0.16q GeV/c2, has solved

the puzzle of the last unconfirmed particle in the SM [1][2]. The unprecedented suc-

cess of the theory demands extreme scrutiny. If the SM is the principle description

of the fundamental interactions in the universe, then it is the responsibility of hu-

manity to truly understand its implications. As an approximate theory, there are

a large number of open questions that are yet to be understood: why are there so

many arbitrary parameters, and why are there three generations of fundamental

particles? It is through the tireless collaboration of thousands of physicists around

the world that a plethora of wide-ranging experiments are attempting to answer

these questions. While LHC physics continues to probe higher and higher energy

scales, intensity-frontier experiments are concentrating on measuring large statis-

tics of rare decays in the chance of observing deviations from SM predictions. Both

approaches are complimentary and are necessary to truly test the validity of the SM.

The topic of this thesis is an analysis performed by the intensity-frontier experi-

ment NA62. The design, construction and operation of the experiment represents

the efforts of over two hundred physicists, without whom this thesis would not be

possible. Situated at the CERN Super Proton Synchrotron (SPS), NA62 is a kaon fac-
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tory. The kaon has always played a pivotal role in experimental flavour physics. For

example, the large discrepancy between the kaon production and decay time-scale

lead to the postulation of the strangeness quantum number and the expansion to a

second generation of the quark family. With the strange and charm quark came the

explanation to why KL Ñ µ`µ´ is highly suppressed with respect to K` Ñ µ`νµ.

The neutral kaon sector also provided the first evidence of both direct and indi-

rect Charge-Parity (CP) violation [3][4], which relates to one of the big questions in

physics: why is there such a large asymmetry between matter and antimatter in the

universe?

NA62 is optimised to measure the ultra-rare K` Ñ π`νν̄ decay, which is yet an-

other probe of the SM. With a branching fraction of « 10´10, the decay is considered

a golden-channel because of a precise SM prediction; any deviation from expecta-

tion by an experimental measurement could hint to New Physics (NP). After only

one year of data acquisition, NA62 has reached the SM sensitivity for the process,

and the paper is soon-to-be submitted to Physics Letters B. Furthermore, the de-

manding nature of the K` Ñ π`νν̄ measurement means that NA62 is ideal for the

measurement of other rare processes. Decays of the form K` Ñ π````´ offer a

kaon-physics approach to measure observables which have analogous counterparts

in other flavour sectors; it is some of these observables which have displayed tanta-

lising hints of NP being a preferable solution over the SM prediction. In this thesis,

the less accurately measured K` Ñ π`µ`µ´ channel is investigated. Whilst the

branching fraction is large (« 10´8) in comparison to the flagship measurement, it

can be used to test Lepton Flavour Universality (LFU) in a way which is compli-

mentary to current B-physics analyses.

The first chapter outlines the theoretical motivation for these rare kaon measure-

ments. Importantly, the experimental technique to observe and measure both pro-

cesses requires incredibly high-precision tracking. In Chapter 3, the beam and sub-

detector systems of NA62 are described, while Chapters 4 and 5 provides the devel-

opment of the MNP33 fringe-field map and a procedure to calibrate the spectrom-

eter momentum determination, both vital for precision analyses involving charged

20



tracks. Using 2016 NA62 data, a selection for the rare decay K` Ñ π`µ`µ´ is de-

veloped in Chapter 6, whilst the understanding of the trigger efficiency, a highly

important aspect of the data analysis, is provided in Chapter 7. Both the branching

fraction and form factor for the decay are extracted in Chapter 8, including a study

in to the relative systematic errors. Notably, the work in this chapter suggests that

the 2016 data set suffers from a series of complicated systematic issues; in Chapter 9,

the 2017 data set is studied to learn about the future prospects of the measurement.

A paper on the K` Ñ π`µ`µ´ analysis presented in this thesis is in preparation for

submission in the near future.
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2
Theoretical motivation

In the last century, the kaon has played a pivotal role in developing the understand-

ing of electroweak interactions in the Standard Model (SM). The NA62 experiment

is the next in a long line of fixed target kaon experiments at CERN. The primary aim

is to perform a precise measurement of the ultra-rareK` Ñ π`νν̄ branching fraction

in order to search for New Physics (NP). Whilst NA62 is optimised for this measure-

ment, the experiment is well equipped to study other rare K` processes because of

the demanding nature of the principle decay. An example is the K` Ñ π`µ`µ´

channel which is the subject of the analysis in Chapter 8, and can be used to test

Lepton Flavour Universality (LFU). In this chapter, the theoretical motivation to

study both of these decays is explored, including the current experimental status.

2.1 TheK` Ñ π`νν̄ decay

2.1.1 CKM framework

In the SM, kaons are the lightest mesons to exhibit ’strangeness’, a historical term

first used in the early 1950’s to describe a new set of particles with peculiar features.

One unusual property is the relative discrepancy in the timescales of production

and decay; particles are produced in « 10´23 s but survive for a substantially longer

time of up to « 10´10 s [5][6]. Additionally, strange particles are only ever produced

in even numbers, suggesting the conservation of some unknown property. In 1953,

and in an effort to adequately describe these processes, Gell-Mann and Nishijima
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introduced the strangeness quantum number [7][8]. Strangeness was postulated to

be conserved by all interactions apart from the nuclear weak force, in an effort to ex-

plain the large difference in the observed timescales. Strangeness S “ ´pns ´ ns̄q is

the difference in the number of strange ns and anti-strange ns̄ particles in a process.

In the modern day SM, strangeness enters because of the strange quark, a con-

stituent component of the kaon and all strange hadrons. The strange quark is a

member of the second generation of the three quark families described by the Cabibbo-

Kobayashi-Maskawa (CKM) unitary matrix:

¨

˚

˚

˚

˝

d1

s1

b1

˛

‹

‹

‹

‚

“ VCKM

¨

˚

˚

˚

˝

d
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b

˛

‹

‹

‹
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˚

˚
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˛
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‚
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˚

˚

˚
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d

s

b

˛

‹

‹

‹

‚

. (2.1)

The CKM matrix VCKM relates the flavour eigenstates d, s, b to the weak interaction

eigenstates d1, s1, b1 which couple with the u, c, t quarks. The magnitude of each

element Viq (i “ u, c, t, q “ d, s, bq contains the strength of the flavour-changing

charged current interaction between generations, where i Ñ q describes the quark

transition; a Flavour-Changing Neutral Current (FCNC) is forbidden at tree-level

by the Glashow, Iliopoulis and Maiani (GIM) mechanism (see Section 2.1.3). For

a unitary n ˆ n matrix (such as VCKM ), there are N “ n2 free parameters. With the

addition of the invariance of the CKM matrix under reparameterisation, the number

of parameters is reduced to just N “ pn ´ 1q2. The presence of only three quark

families in the SM leads to four parameters, of which three are real and free and one

is a complex phase; the presence of the complex phase is responsible for Charge-

Parity (CP) violation. To display the parameters more clearly, the CKM matrix can

be decomposed using the Wolfenstein parameterisation [9]:

|VCKM | “

¨

˚

˚

˚

˝

1´ 1
2
λ2 ´ 1

8
λ4 λ Aλpρ̄´ iη̄q

´λ` 1
2
A2λ5r1´ 2pρ̄` iη̄qs 1´ 1

2
λ2 ´ 1

8
λ4p1` 4A2q Aλ2

Aλ3r1´ pρ̄` iη̄qs ´Aλ2 ` 1
2
Aλ4r1´ 2pρ̄` iη̄qs 1´ 1

2
A2λ4

˛

‹

‹

‹

‚

,

(2.2)
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which is a power-series expansion of parameter λ up to the Opλ6q, where A, λ, ρ̄ are

the real parameters and the imaginary quantity iη̄ represents the complex phase.

The parameters are related by [10],

λ2
“

|Vus|
2

|Vud|2 ` |Vus|2
, (2.3)

A2λ2
“

|Vcb|
2

|Vud|2 ` |Vus|2
, (2.4)

ρ̄` iη̄ “ ´
VudV

˚
ub

VcdV ˚cb
. (2.5)

The location of the phase iη̄ is not significant physically, as any number of different

parameterisations will lead to the same result provided that there is a single complex

phase that cannot be transformed away. This is verified by the Jarlskog invariant,

which measures CP violation,

JCP ” |ImpVijVklV
˚
il V

˚
kjq| “ A2λ6η̄, pi ‰ k, j ‰ lq. (2.6)

without any sum over i, j, k, l [11]. As long as η̄ is non-zero, CP violation will be

present in the SM and directly proportional to JCP .

2.1.2 Unitarity

Possibly the most natural representation of the four CKM parameters can be ex-

tracted by exploiting the unitarity of the CKM matrix,

´

V :CKMVCKM

¯

i,j
“
ÿ

q

V ˚qiVqj “ δij. (2.7)

In general, the diagonal elements (i “ j) are real, whereas the off-diagonal elements

(i ‰ j) are complex, making them suitable for measuring CP violation. Of the eigh-

teen possible relations, the six off-diagonal terms can be represented in the complex

plane as triangles. The most common representations are the triangles where each

’side’ is the same order of magnitude Opλ3),

VudV
˚
ub ` VcdV

˚
cb ` VtdV

˚
tb “ 0, (2.8)

VudV
˚
td ` VusV

˚
ts ` VubV

˚
tb “ 0, (2.9)
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which is displayed in the complex plane as seen in Figure 2.1. The first triangle

Figure 2.1: The two same-order complex triangles obtained using Equations 2.8 and 2.9, with the
sides re-scaled by VcdV ˚cb in the first instance and VusV

˚
cb in the second. The area of both triangles is

equivalent to JCP{2 [10].

is often referred to as the Unitarity Triangle (UT). The coordinates of the vertex in

the complex plane are (ρ̄, η̄), while the two remaining vertices occupy only the real

dimension with coordinates (0, 0) and (1, 0). The magnitude of the sides Su and St,

corresponding to (0, 0)Ñ(ρ̄, η̄) and (ρ̄, η̄)Ñ(0, 1), are given in Ref. [10] as,

Su ”

∣∣∣∣VudV ˚ubVcdV ˚cb

∣∣∣∣ ” p1´ λ2

2
qV ˚ub

λ |Vcb|
“
a

ρ̄2 ` η̄2, (2.10)

St ”

∣∣∣∣VtdV ˚tbVcdV ˚cb

∣∣∣∣ ” Vtd
λ |Vcb|

“
a

p1´ ρ̄2q ` η̄2. (2.11)

and the angles α, β and γ:

α ” arg

ˆ

´
VtdV

˚
tb

VudV ˚ub

˙

“ arg

ˆ

´
1´ ρ̄´ iη̄

ρ̄` iη̄

˙

, (2.12)

β ” arg

ˆ

´
VcdV

˚
cb

VtdV ˚tb

˙

“ arg

ˆ

1

1´ ρ̄´ iη̄

˙

, (2.13)

γ ” arg

ˆ

´
VudV

˚
ub

VcdV ˚cb

˙

“ arg pρ̄` iη̄q . (2.14)

The second triangle is tilted from the horizontal axis by the angle βs defined as,

βs ”

ˆ

´
VtsV

˚
tb

VcsV ˚cb

˙

“ λ2η̄ `Opλ4
q, (2.15)

which is extracted from B0
s measurements such as B0

s Ñ J{ψK`K´ [10][12]. A con-

siderable effort is placed in measuring the sides and angles of the UT in modern day
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experimental flavour physics. Examples of direct constraints are the measurements

of the CKM matrix elements [13]:

|VCKM | “

¨

˚

˚

˚

˝

0.97434`0.00011
´0.00012 0.22506˘ 0.00500 0.00357˘ 0.00015

0.22492˘ 0.00050 0.97351˘ 0.00013 0.04110˘ 0.00130

0.00875`0.00032
´0.00033 0.04030˘ 0.00130 0.99915˘ 0.00005

˛

‹

‹

‹

‚

. (2.16)

The most precise value of |Vud| is extracted from nuclear physics experiments via

super-allowed β decays [14]. For the elements |Vui| and |Vci| pi “ d, s, bq, most mea-

surements are constrained via leptonic and semileptonic K, D or B decays. For

example, |Vus| can be extracted using the semi-leptonic K` Ñ π0``ν`pK`3q decays,

processes which are common at NA62. Parameters involving the top-quark (|Vti|)

are typically more difficult to constrain due to the energy scale of mt « 175 GeV/c2.

The parameter |Vtb| can be extracted based on single-top production cross-sections,

but the determination is much less accurate compared to limits imposed by the con-

straint of unitarity. The matrix elements |Vtd| and |Vts| are most accurately obtained

from rare loop-mediatedB orK decays. Combining the measurements from the ma-

trix elements with the determination of the CKM parameters leads to the unitarity

triangle in pρ̄, η̄q space, displayed in Figure 2.2. The globally preferred fit parameters

and corresponding UT angles are determined to be [13]:

A “ 0.8110˘ 0.026, (2.17)

λ “ 0.22506˘ 0.00050, (2.18)

ρ̄ “ 0.124`0.019
´0.018, (2.19)

η̄ “ 0.356˘ 0.011, (2.20)

α “ p87.6`3.5
´3.3q

˝, (2.21)

β “ p21.9`0.7
´0.7q

˝, (2.22)

γ “ p73.2`6.3
´7.0q

˝. (2.23)

The Jarlskog invariant JCP is therefore p3.04`0.31
´0.20q ˆ 10´5, corresponding to twice

the area of the UT and equivalent to the amount of CP violation in the SM [13].
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Figure 2.2: Constrains on the unitarity triangle in the pρ̄, η̄q plane, where shaded areas have a 95%
Confidence Level (C.L) [13].

Importantly, the current measurements are in agreement with unitarity:

|Vud|
2
` |Vus|

2
` |Vub|

2
“ 0.9996˘ 0.0005, (2.24)

|Vcd|
2
` |Vcs|

2
` |Vcb|

2
“ 1.0400˘ 0.0320, (2.25)

α ` β ` γ “ p183`7
´8q

˝, (2.26)

where the Equation 2.24 and 2.25 correspond to the first and second rows of the

CKM matrix and Equation 2.26 refers to the UT angles [13]. As the sensitivity and

precision of experimental measurement improves, if there is a deviation from uni-

tarity or the parameters disagree significantly for different processes, the validity of

the SM can be questioned and modifications due to NP could be considered.

2.1.3 Theoretical prediction ofK Ñ πνν̄

The kaon sector has the potential to play an even more vital role in experimental

flavour physics. The decays K` Ñ π`νν̄ and KL Ñ π0νν̄ are ultra-rare and con-

sidered as golden channels because of their clean theoretical prediction. By simply

measuring the branching fraction of the processes, the validity of the SM can be
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tested. The decays are ultra-rare because of the GIM mechanism. Unlike the charged

weak current, changing quark flavour via the neutral current is forbidden at the tree-

level in the SM. This is a consequence of the existence of the charm quark, which

was postulated by Glashow, Iliopoulis and Maiani in 1970, before it was discovered

later via the J{ψ meson at both the Stanford Linear Accelerator Centre (SLAC) and

the Brookhaven National Laboratory (BNL) [15][16]. In their work to unify both

the electromagnetic and weak interaction, it was discovered that the existence of a

fourth new "charm" quark was needed, in addition to u, d, s, to explain the rarity of

the FCNC process KL Ñ µ`µ´ with respect to the common leptonic K` Ñ µ`νµ

decay. The GIM mechanism leads to two distinct features: FCNC processes are for-

bidden at tree-level by the structure of the third component of the weak isospin;

but can proceed at higher order loops which are subsequently suppressed based

on ratio of the quark mass to the W˘ boson [17]. Figure 2.3 contains the dominant

short-distance Feynman diagrams for the K` Ñ π`νν̄ decay, Here, three diagrams

Figure 2.3: The dominant Feynman diagrams for K` Ñ π`νν̄ decay; Z-penguin and box loop dia-
grams. Each diagram is an example of the short-distance contribution, where the |Vtd| dependence
enters in the loop.

contribute to the process, with two Z-penguins and a box loop. The amplitude of

the decay is of the form [18],

A psÑ dνν̄q «
ÿ

q“u,c,t

λqXSM pxqqq , (2.27)

«
m2
t

M2
W

λt `
m2
c

M2
W

ln

ˆ

MW

mc

˙

λc `
Λ2

QCD

M2
W

λu, (2.28)

where λq “ VqdV
˚
qs pq “ u, c, tq, xq “ m2

q{M
2
W (where mq is the quark mass and MW

is the W˘ mass), Xpxqq is a loop function for the quark-contributions and ΛQCD « 1

GeV is a constant corresponding to the energy-scale where non-perturbative QCD is
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dominant. This is a power-like (hard) GIM mechanism, dominated by the first term

involving the top-quark mass. As a result, the decay is suitable to measure matrix el-

ement |Vtd| (assuming no NP contributions) and is dominated by only short-distance

QCD effects, reducing the systematic uncertainties in the theoretical prediction. The

SM branching fraction for the two K Ñ πνν̄ decays is,

B
`

KL Ñ π0νν̄
˘

“ κL

ˆ

Im λt
λ5

X

˙2

p1´ δεq , (2.29)

B
`

K`
Ñ π`νν̄

˘

“ κ` p1`∆EMq

#

ˆ

Im λt
λ5

X

˙2

`

ˆ

Re λt
λ5

X `
Reλc
λ

pPc ` δPc,uq

˙2
+

, (2.30)

where δε “
?

2|ε|r1 ` Pc{pA
2λqs{η, Pc,upXq is the loop-function for the c, u quarks

(δPc,u is the difference between the two) and ∆EM includes the electromagnetic cor-

rections [19]. The largest theoretical uncertainty originates in the κ`,L terms, which

correspond to the long-distance effects. Ultimately, both terms depend on the hadronic

matrix elements which are constrained by experiment,

κL “ p2.231˘ 0.013q ˆ 10´10
pλ{0.225q8, (2.31)

κ` “ p5.173˘ 0.025q ˆ 10´11
pλ{0.225q8, (2.32)

and are extracted via semi-leptonic K`3 decays [20]. The K` process has a CP con-

serving real and a CP violating imaginary component, whilst theKL decay is purely

imaginary and therefore is maximally CP violating. The numerical prediction is:

BpKL Ñ π0νν̄q “ p3.00˘ 0.30q ˆ 10´11, (2.33)

BpK`
Ñ π`νν̄q “ p8.40˘ 1.00q ˆ 10´11, (2.34)

corresponding to a precision to within 10% [21]. Of this, only «4% is due to the true

theoretical uncertainty; the largest component is the parametric error entering from

the κ terms (Equations 2.31 and 2.32) due to the CKM elements. The channels are

seen as golden because of this small theoretical uncertainty; if an experimental mea-

surement is similarly as precise and there is a notable deviation between the values,
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it can be expected that NP is contributing within the loop at a similar magnitude to

the SM.

2.1.4 Experimental status

The NA62 and K0 at Tokai (KOTO) experiments aim to measure the K` Ñ π`νν̄

and KL Ñ π0νν̄ branching fractions to a precision better than 10% in order to test

the SM. The current experimental limits on the measurements are,

BpK`
Ñ π`νν̄q “ p17.3`11.5

´10.5q ˆ 10´11, (2.35)

BpKL Ñ π0νν̄q ă 3.0ˆ 10´9
p90% C.Lq. (2.36)

The KL channel has not yet been observed. The best upper limit has been set by

first-stage of the KOTO experiment at the Japan Proton Accelerator Research Com-

plex (J-PARC) Proton Synchrotron [22]. At KOTO, protons with central momentum

30 GeV/c are directed onto a 66 mm long gold target to produce a secondary neutral

KL beam which is offset by 16˝ with respect to the primary beam axis. The detector is

a hermetic particle veto, with the Caesium-Iodide electromagnetic calorimeter (CsI)

used to detect the secondary π0 Ñ γγ decay in the absence of any other signals [23].

Equation 2.36 was achieved using data from 2015, and is expected to improve using

the full 2015-2018 data set.

The K` channel was measured with the E787/E949 experiments at the BNL [24].

Both experiments were performed using stopped kaon decays, where E949 was the

final upgraded stage of the experiment. A secondary K` beam with momentum

centred at 710 MeV/c was slowed using an active scintillator fibre target, and the

decay products measured using the apparatus displayed in Figure 2.4. The detec-

tor was immersed in a 1T solenoidal magnetic field, with the hermetic argon-ethane

drift chamber occupying the radial regions around the target. A range-stack fol-

lowed the drift-chamber, and was designed to measure the position and energy

of the secondary charged particles. The stack contained multiple layers of plastic

scintillators coupled to multi-wire proportional chambers for accurate position de-

termination. The outer-layer of the detector is the photon-veto barrel, useful for
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Figure 2.4: The E949 detector, the final form of E787 experiment at BNL [25].

suppressing the background decays containing π0 such as K` Ñ π`π0. The total

number of K` Ñ π`νν̄ candidates recorded by both collaborations was 5+2 (E787

+ E949), as displayed in Figure 2.5. Two types of Signal Region (SR) were necessary

Figure 2.5: The seven observed K` Ñ π`νν̄ candidates at the two BNL experiments. Two Signal
Regions (SRs) were used which divide the phase-space, as the irreducible K` Ñ π`π0 background
enters at the centre of the region. The range refers to the radial distance from the beam-pipe and
measured with the range-stack [24].

due to the irreducibleK` Ñ π`π0 background at the centre of theK Ñ π`νν̄ phase-

space.

The NA62 experiment uses an alternative decay in-flight technique, which greatly

improves photon-detection efficiency in order to suppress backgrounds such asK` Ñ
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π`π0 . After a year of data-taking and the observation of a single K Ñ π`νν̄ candi-

date, NA62 has already reached the SM Single Event Sensitivity (SES) [26]:

SES “ p3.15˘ 0.01stat ˘ 0.2systq ˆ 10´10, (2.37)

which corresponds to a limit on the branching fraction of,

BpK`
Ñ π`νν̄q ă 11ˆ 10´10

p90% C.L.q. (2.38)

NA62 aims to improve the precision in the K` channel by collecting of the Op100q

candidates over the lifetime of the experiment.

2.2 TheK` Ñ π`µ`µ´ decay

2.2.1 Anomalies in flavour physics

Despite the success of the SM especially in terms of the UT and the discovery of the

Higgs-like resonance, there have been a notable number of high-profile anomalies

appearing indirectly after Run 1 at the LHC. The LHCb experiment in particular has

observed three notable examples relating to the B-physics sector [27]:

• P
1

5 deviation: The observable P 1

5 is one of five angular variables used to de-

scribe four-body FCNC B-decays [28]. A tension has been discovered with

respect to the SM for the B Ñ K˚µ`µ´ decay for this variable of between 2-

3σ [29] [30].

• Bs Ñ φµ`µ´: The LHCb and CDF combined differential branching fraction

of the Bs Ñ φµ`µ´ decay deviates by 3.5σ from the lattice QCD prediction in

the region between 14.0 ă q2 < 19.0 GeV2/c4 [31] [32] [33] .

• Lepton flavour universality: LHCb has observed a tension suggesting Lepton

Flavour Universality Violation (LFUV) for b Ñ s transitions. The most promi-

nent example is for the B Ñ K```´ decays (` “ e, µ) in the phase-space region
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between 1 < m2
`` < 6 GeV2/c4. The ratio,

RpK``q “
BpB Ñ Kµ`µ´q

BpB Ñ Ke`e´q
“ 0.745`0.090

´0.074 ˘ 0.036, (2.39)

deviates by 2.6σ from the theoretically clean SM prediction ofRSMpKq “ 1.0003˘

0.0001 [34] [35]. The first observation of a LFUV discrepancy came from BaBar,

which has subsequently been remeasured by LHCb [36], for the ratio of the

tree-level processes,

RpD˚q “
BpB Ñ D˚τντ q

BpB Ñ D˚`ν`q
“ 0.322˘ 0.018˘ 0.012. (2.40)

However, the prediction is RSMpD
˚q “ 0.252 ˘ 0.003, a discrepancy of over

3σ [37] [38].

By combining the discrepancies for the loop mediated b Ñ s transitions, the global

fits find that the (NP + SM) solution is preferred to the SM by close to 5σ [39] [40].

The effective Hamiltonian for FCNC bÑ s p|∆B| “ 1q transitions is,

Heff “ ´
4GF
?

2
VtbV

˚
ts

ÿ

i

CB
i pµqQ

B
i pµq ` ph.cq, (2.41)

whereGF is the Fermi coupling constant, and
 

QB
i

(

is a set of local composite opera-

tors with Wilson coefficientsCB
i [27]. As all FCNC decays are forbidden at tree-level,

only the loop semi-leptonic operators with non-zero Wilson terms contribute in the

form of penguin or box diagrams. The two of specific interest are,

QB
9 “

e2

32π2
rs̄γµp1´ γ5qbs

ÿ

`“e,µ

“

¯̀γµ`
‰

, (2.42)

QB
10 “

e2

32π2
rs̄γµp1´ γ5qbs

ÿ

`“e,µ

“

¯̀γµγ5`
‰

. (2.43)

It is through these processes that NP is expected to enter, which can be interpreted

as a contribution on top of the SM component to CB
9,10 [27].
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2.2.2 Lepton flavour universality

Although some of the most interesting discrepancies currently originate inB-physics,

K-physics can play a highly complimentary role to NP searches. The most obvi-

ous examples are the K Ñ πνν̄ decays, explained previously in Section 2.1. Aside

from the measurement of the golden channels, one of the most directly accessible

phenomena to study is LFU. In the SM, the coupling of leptons to the electroweak

gauge bosons is independent of flavour; the difference in the branching fractions

for weak processes involving different generations of leptons depends only on the

mass difference between them. However, as with lepton and baryon number, lepton

flavour universality is not a fundamental symmetry but is inferred through precise

experimentation. The evidence provided by the RpK``q and RpD˚q measurements

hint that the SM might not be the complete picture.

The rare FCNC processes K` Ñ π````´ (` “ e, µ) are directly analogous to the

decays used to measure RpK``q, as they both yield related observables. In a similar

fashion to b Ñ s transitions, s Ñ d p|∆S| “ 1q processes are described using the

effective Lagrangian,

L|∆S|“1
eff “ ´

GF
?

2
VudV

˚
us

ÿ

i

CipµqQipµq ` ph.cq, (2.44)

where again, tQiu are a set of local composite operators with corresponding Wilson

coefficients Ci [27]. Figure 2.6 contains the contributing Feynman diagrams to the

process; the K` Ñ π````´ amplitude depends on the logarithm-like (soft) GIM

mechanism, as the γ-penguin also contributes. Therefore, these decays are only

rare, unlike the ultra-rare K Ñ πνν̄ [41], and the related theoretical uncertainties are

larger. Like withB decays, only the loop diagrams contribute because they generate

the only non-zero Wilson coefficients for the semileptonic operators Q7V and Q7A,

Q7V ” Q11 “ rs̄γ
µ
p1´ γ5qds

ÿ

`“e,µ

“

¯̀γµ`
‰

, (2.45)

Q7A ” Q12 “ rs̄γ
µ
p1´ γ5qds

ÿ

`“e,µ

“

¯̀γµγ5`
‰

. (2.46)
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Figure 2.6: Z, γ-penguin and box contributions to the K` Ñ π````´ decay, with an amplitude
governed by the logarithm-like (soft) GIM mechanism.

Again, NP processes can be interpreted as deviations from the SM Wilson coeffi-

cients C7V,7A [27].

2.2.3 The form factor

The semi-leptonic FCNC processes K` Ñ π````´ (` “ e, µ) are described by single-

photon exchange at low energies (i.e K Ñ πγ˚ Ñ π```´) [42]. The amplitude for the

process is determined using an electroweak transition form factor W pzq, such that

the differential decay rate is given by,

dΓπ``
dz

“
ΩCα

2MK

12πp4πq4
λ3{2

p1, z, r2
πq

c

1´ 4
r2
`

z

ˆ

1` 2
r2
`

z

˙

|W pzq|2, (2.47)

where α is the fine structure constant, and,

rπ,` “Mπ,`{MK , (2.48)

z “ pq{MKq
2
” pm``{MKq

2, (2.49)

λpa, b, cq “ a2
` b2

` c2
´ 2ab´ 2ac´ 2bc. (2.50)

The term ΩC contains the Coulomb interaction, described by,

ΩC pβijq “
ź

i,j“1,2,3;iăj

2παQiQj

βij

ˆ

e
2παQiQj

βij ´ 1

˙´1

, (2.51)

where βi,j is the relative velocity of any two daughters in the decay and Qi “ ˘1

are the associated charges [43]. The decay is constrained to the phase-space be-

tween 4r2
` ď z ď p1´ r2

πq. The form factor W pzq is an analytical function to describe
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the single-photon exchange. The form factor also has a non-zero contribution from

intermediate dispersion states. At small dilepton invariant masses, a π`π´ loop en-

ters into the transition and is the dominant dispersion relation, whereas the higher

masses can be approximated with a high degree of accuracy by a low-order polyno-

mial with respect to z [42][44]. The form factor therefore contains two terms,

W pzq “ GFM
2
K`W

pol
pzq `W ππ

pzq, (2.52)

where W ππpzq is the contribution from the two-pion state and W polpzq describes the

low-order polynomial. The W ππpzq term can be calculated via Figure 2.7, by ex-

Figure 2.7: The two-pion loop contribution to the χPT form factor, the dominant dispersion relation
at low m``. Other dispersion states can occur at high m``, such as the K-loop [42][44].

panding the K Ñ 3π amplitude up to Opp4q. The W polpzq term takes the simplest

form [45],

W pol
pzq “ pa` ` b`zq, (2.53)

where a` and b` are free Low-Energy Constants (LECs), used to describe the non-

perturbative QCD effects in the chiral expansion, with the main assumption that this

polynomial describes all contributions from intermediate states except the two-pion

loop. Figure 2.8 contains the theoretical dΓ{dz shape for the µµ channel, which is the

subject of the thesis, with each component of the form factor W pzq displayed. The

LECs have been taken from the current best measurements (Table 2.1). The W ππpzq

term is small in comparison to W polpzq for the current-best LECs . However, the

overall dΓ{dz magnitude is larger than for just W pzq “ W polpzq due to the cross term
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Figure 2.8: Predicted dΓ{dz „ |W pzq|2 spectrum with respect to z for several versions of the form
factor W pzq. The overall spectrum is dominated by W polpzq.

between the two components. Importantly, for LFU to hold true, the LECs must

be identical for both µµ and ee channels of K` Ñ π````´; any deviation between

the parameters aµµ` ´ aee` would be a sign of short distance NP [40]. As shown in

Ref. [27], the difference in the parameters aNP
` can be represented as a dependence

on the Wilson coefficient C7V , by projecting the SUp3qL chiral current onto the ∆S =

1 sector [46], leading to,

aNP
` “

2π
?

2

α
VudV

˚
usC

NP
7V , (2.54)

and therefore, NP will enter as a difference in the Wilson coefficients of the two

channels [40],

Cµµ
7V ´ C

ee
7V “ α

aµµ` ´ aee`
2π
?

2VudV ˚us
. (2.55)

The crucial aspect of this measurement is that it is an entirely complimentary tech-

nique to theB-physics searches, but with different systematics. If LFUV is observed,

the simplest extension to the SM is Minimal Flavour Violation (MFV), which if as-

sumed can directly relate the Wilson coefficients of loop processes in K-physics to
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B-physics, specifically C7V to CB
9 ,

CB,µµ
9 ´ CB,ee

9 “ ´
aµµ` ´ aee`?

2VtdV ˚ts
, (2.56)

as the coefficients of the two-sectors are correlated in the presence of NP. The quality

of the bounds is therefore restricted by only the experimental determination of the

LECs for both ee and µµ channels.

In order to obtain both the LECs and the corresponding branching fraction, the dif-

ferential decay rate dΓ{dz spectrum must be reconstructed using experimental data.

In this thesis, NA62 data is used to perform this task. By integrating the spectrum

and normalising to theK` decay-width, the branching fraction can be measured in a

model-independent fashion. By fitting the spectrum with the theoretical prediction

of dΓ{dz (Equation 2.47), the LECs can be extracted.

2.2.4 Experimental Status

The current and most precise determinations of theK Ñ π````´ branching fractions

are,

BpK`
Ñ π`e`e´q “ p3.11˘ 0.04stat ˘ 0.12systq ˆ 10´7, (2.57)

BpK`
Ñ π`µ`µ´q “ p9.62˘ 0.21stat ˘ 0.13systq ˆ 10´8. (2.58)

performed by the NA48/2 experiment [47][48]. The LECs were also extracted, con-

tained in Table 2.1. There have been two measurements of the ee channel LECs,

firstly by the E865 experimental at BNL and secondly by the NA48/2 experiment at

CERN. Only NA48/2 has measured the LECs for the µµ channel. Notably, the exist-

ing literature misses the measurement of the second minima in the positive (a`, b`)

space.

Table 2.1: Current experimental measurements of the LECs for both ee and µµ channels.

Channel a` b` Experiment
ee -0.587˘0.010 -0.655 ˘ 0.044 E865 [49]
ee -0.578˘0.016 -0.779 ˘ 0.066 NA48/2 [47]
µµ -0.575˘0.039 -0.813 ˘ 0.145 NA48/2 [48]
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The E865 experiment was performed at the BNL Alternating Gradient Synchrotron

(AGS), constructed specifically to search for the Lepton Flavour Violating (LFV) de-

cay ofK` Ñ π`µ`e´ [50]. Figure 2.9 contains the schematic of the apparatus, where

an unseparated 6 GeV/c beam with a 2.5% K` component is allowed to decay up-

stream of a series of sub-detectors. The kaons decay in an evacuated volume 5 m

Figure 2.9: The E865 experiment; K` decay in-flight, steered by two sets of dipole magnets to sepa-
rate pions and electrons [49].

upstream of a charge-separating dipole magnet. Tracking was performed in the four

P1Ñ4 proportional chambers, interspaced by a spectrometer dipole magnet with

a 0.833 Tm field integral. Two Cherenkov counters C1,2 filled with H2/CH4 were

used for particle-identification, while a Shashlik electromagnetic calorimeter was

installed for energy measurements, containing 600 11.4 ˆ 11.4 cm2 modules equiv-

alent to 15 radiation lengths in depth. The final detector system is the muon range

stack, corresponding to iron-planes segmented between 24 regions of proportional

tubes.

The NA48/2 experiment at CERN was proposed to search for direct CP violation

in K˘ decays, redesigned from the neutral kaon experiment NA48 which occu-

pied the same experimental cavern [51]. Figure 2.10 displays the drawing of the

NA48/2 beam-line and detector. NA48/2 also used an unseparated beam, but con-
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Figure 2.10: The NA48/2 beam-line and detector. Two kaon beamsK˘ were propagated to the decay
volume [47].

tained both K˘ which followed similar paths due to symmetric beam-optics. The

secondary beam was tuned to have momentum (60 ˘ 3) GeV/c, and only 5.7% of

particles in the beam were K˘. The evacuated decay-volume is followed by four

DCH1Ñ4 drift-chambers, housed in a helium tank, where the spectrometer mag-

netic with field integral «0.4 Tm was sandwiched by the second and third cham-

ber. The spectrometer was followed by the Charged Hodoscope (CHOD), consist-

ing two planes (one vertical and horizontal) of plastic scintillator strips, used for fast

triggering. The Liquid Krypton Calorimeter (LKr) is homogeneous electromagnetic

calorimeter, using a 7 m3 active volume of liquid krypton and 13248 transversely

segmented cells, corresponding to a depth of 27 radiation lengths. Finally, the muon

detector (MUV) was located furthest downstream, comprised of three planes of 2.7

m long plastic scintillator strips. The ends of each strip were coupled to PMTs, which

were aligned horizontally in the first and third planes and vertically in the middle

plane.

The invariant mass spectra for the three measurements are shown in Figure 2.11.

Here, (a) corresponds to the two-dimensional reconstructed Kπee invariant mass

versus dielectron mass for E865, with the top-left plot displaying the MC agreement

in one-dimension. Both (b) and (c) are from NA48/2, corresponding to the Kπ``

40



(a) E865 ee (b) NA48/2 ee (c) NA48/2 µµ

Figure 2.11: The three invariant mass spectra where (a) is the ee channel from E865, (b) and (c) are
the ee and µµ channels from NA48/2 experiments. The SR’s are denoted by the arrows [49][47][48].

invariant mass including MC agreement for the ee and µµ channels respectively.

In all analyses, the selection signature was the identification of a single pion track

and opposite sign lepton pair originating from a three-track vertex in the decay vol-

ume. The E865 sample contains 10300 candidates with background contamination

of 1.2%, mostly due to K` Ñ π`e`e´γ decays where the photon was missed. The

SR was defined using the dielectron invariant mass of ą 150 MeV/c2. The sam-

ple of 7235 Kπee candidates from NA48/2 was collected using a SR defined as 470

< Mπee < 505 MeV/c2 (slightly asymmetric with respect to MK due to the radiative

tail) with a background contamination of (1.0 ˘ 0.1stat)%. The 3120 Kπµµ candidates

were collected in SR |Mπµµ-MK | < 8 MeV/c2. The sample suffers from a relatively

large background contamination at (3.3 ˘ 0.5stat ˘ 0.5syst)%, where the tail-end of

secondary π Ñ µνµ decays of the common K˘ Ñ π˘π˘π¯ process enters directly

into the SR. Due to the kinematic similarity of the signal and background decays,

the separation between the two samples is small and can only be increased with

improved tracking and a larger dipole field-integral. At NA62 both larger and sig-

nificantly cleaner samples of the ee and µµ channels are expected to be collected

over the lifetime of the experiment because of vast increases in instantaneous rate,

improved tracking and larger field-integrals (see Chapters 3 and 4).

Using the current available measurements, the constraint on the NP contribution to
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the Wilson coefficient CB
9 from the perspective of K-physics is,

CB,µµ
9 ´ CB,ee

9 “ ´
aµµ` ´ aee`?

2VtdV ˚ts
“ 19˘ 79, (2.59)

where aee` is the average of the two results in Table 2.1 [40]. The determination of

this value is consistent with zero, but the test is limited by the large error present in

the µµ channel. The required improvement in precision is of the Op10q to probe NP,

which requires samples of the Op100q larger. In this thesis, an analysis is performed

to extract the LECs for the K` Ñ π`µ`µ´ decay, using the 2016 and 2017 NA62

data (Chapters 6 to 9). This is a proof of concept to perform the most precise K` Ñ

π`µ`µ´ measurement at the newest K experiment at CERN.
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3
The NA62 experiment

The NA62 experiment is designed to collect « 100 ultra-rare K` Ñ π`νν̄ pKπννq

decays in a time period of three years [52][53]. By performing a precise measure-

ment of the branching fraction, a comparison with the SM prediction can be made

in order to search for any discrepancy that could be attributed to NP. In this chap-

ter, the main experimental strategy is discussed and a description of the full NA62

detecting apparatus is provided. As the Kπνν decay is experimentally challenging,

NA62 is well suited to perform other rare analyses such as theK` Ñ π`µ`µ´ decay,

which is the subject of this thesis. Special emphasis is placed on systems critical to

the tracking optimisation and analysis performed in the following chapters.

3.1 Experimental strategy

The ultra-rare Kπνν decay is an experimentally challenging process to measure. In

principle, the characteristic signature is simple: A positively charged kaon, tagged

in the beam, and a single charged pion track in the absence of any other signals in

the downstream of the experiment. However, in an extreme high-intensity environ-

ment like the one at NA62, any decay or process that leads to this same experimental

signature can contribute directly as background.

At NA62, there are multiple considerations to make with regards to reducing the

possible backgrounds. One of the main sources are the other decay modes of the
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K`, described in Table 3.1. Here, a strategy to suppress these backgrounds is in-

Table 3.1: The main K` decay processes and the methods to suppress their signatures, followed by
the two rare decays discussed in this thesis and their selection strategies [54][55].

Decay Channel Label Branching Fraction(%) Reduction (Selection) Strategy
K` Ñ µ`νµ Kµ2 63.56˘ 0.11 µ veto, two-body kinematics
K` Ñ π`π0 K2π 20.67˘ 0.08 γ veto,two-body kinematics
K` Ñ π`π`π´ K3π 5.58˘ 0.02 Track multiplicity, three-body kinematics
K` Ñ π0e`νe Ke3 5.07˘ 0.04 γ veto,E{p
K` Ñ π0µ`νµ Kµ3 3.34˘ 0.03 γ,µ veto
K` Ñ π`π0π0 K0

3π 1.76˘ 0.02 γ veto, three-body kinematics
K` Ñ π`µ`µ´ Kπµµ p9.4˘ 0.6q ˆ 10´8 Three-track vertex, two µ veto signals
K` Ñ π`νν̄ Kπνν p1.7˘ 1.1q ˆ 10´10 One π` track only

cluded, highlighting the variety of different methods that are required. Notably, the

current experimental determination of Kπνν suggests that the branching fraction of

the more common modes is of the Op1010q larger, requiring a background suppres-

sion of the Op1011q to achieve a reasonable signal to background ratio S{B « 10.

The NA62 experiment uses a 75 GeV/c high-momentum K` secondary beam-line,

allowing K` to decay in-flight. The Kπνν kinematics are displayed in Figure 3.1: As

Figure 3.1: The Kπνν kinematics; only the K` and π` are observable.

the νν̄ pair is invisible to the experiment, the only measurable observables are the

K` and π` momenta and the angle θπK between the two. As a fraction of the energy

is ’missing’, the most suitable description of the kinematics is the squared missing
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invariant-mass m2
miss, on the assumption that the observed charged track is a pion:

m2
miss “ pPK ´ Pπq

2, (3.1)

“M2
K `M

2
π ´ 2EKEπ ` 2|PK ||Pπ| cos θπK , (3.2)

where EK,π “
b

M2
K,π ` P

2
K,π. The unconstrained missing mass distribution is dis-

played in Figure 3.2, normalised to the total decay width. The signal decay is mul-

tiplied by a factor of 1010. As Kπνν is a three-body decay, the m2
miss distribution is

Figure 3.2: The missing mass2 distribution for the main decay modes of the K`, including the decay
Kπνν multiplied by a factor of 1010. The K2π peak leads to the natural choice of two signal regions
on either side, R1 and R2 [54].

continuous with upper and lower limits. The two-body K` Ñ π`π0 peaks sharply

inside of the Kπνν spectrum because a pion is correctly assigned, but has a radiative

tail due to K` Ñ π`π0γ decays. The most common decay K` Ñ µ`νµ is always

negative asmπ ą mµ. Similar to the signal, theK` Ñ π`π`π´ distribution is a con-

strained continuous distribution, but as two pions are undetected, the distribution

is situated at large positive values of m2
miss.

Two Signal Regions (SRs) are defined as follows:

• Region I: Between 0 and the sharp peak from K` Ñ π`π0
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• Region II: Between the sharp K` Ñ π`π0 peak and before the low K3π0 thresh-

old.

which reject the backgrounds for the majority of K` decays. A notable feature of

Figure 3.2 is that both signal regions still have non-zero contributions from back-

ground decays which feature a π0 or γ (for example, K` Ñ π0``ν` and K` Ñ

π`π0γ). Powerful hermetic photon rejection of the Op108q is required to reject ei-

ther the primary photons or the secondary π0 Ñ γγ decays. A major motivation

to use a high-momentum K` beam is the huge gain in photon detection efficiency,

a feature that was a large limiting factor for background suppression in previous

stopped kaon experiments such as E787 and E949 [24] [25] [52].

3.2 NA62 Beam-line

The NA62 experiment is situated in the ECN3 cavern in the North Area of CERN.

The primary 400 GeV/c proton beam is delivered by the Super Proton-Synchrotron

(SPS) in 30 s super-cycles with two five-second flat-top spills (also known as bursts).

The extracted proton beam is directed onto the 400 mm long 4 mm radius T10 beryl-

lium target at the start of the experimental cavern (Z = 0 m), from which the K12

high-intensity secondary hadron beam is derived. Before the decay volume at Z

= 102.4 m, a series of magnet and collimator systems are used to shape and steer

the K12 beam. Figure 3.3 contains a schematic of the vertical optics of the beam-

steering in this region. A fraction of the secondary beam at an angle to maximise

the kaon component passes through a 15 mm bore collimator towards the small

aperture quadrupole triplet (Q1, Q2, Q3) which focus the secondary beam to a cen-

tral momentum of roughly 75 GeV/c. Next the A1 front-end achromat, which con-

sists of four dipole magnets, is used to remove off-momentum protons. The first

two dipoles steer the beam vertically in order to sweep muons away and then tra-

verse TAX1, a narrow bore collimator to absorb protons and other beam-halo parti-

cles. Before TAX2, a 1.3X0 tungsten radiator is placed, specifically chosen to cause

positrons to lose energy via bremsstrahlung, while leaving the rest of the beam rel-

atively untouched. Following A1, a series of quadrupoles (Q4, Q5, Q6) and colli-

mators (C1, C2) are used to refocus the beam and remove unwanted beam parti-
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Figure 3.3: Optics and layout of the K12 beam in the vertical view. The solid line is the nominal
trajectory of K` particle at 75 GeV/c from the target [53].

cles; at this stage, the degraded positrons from the radiator and particles outside

of the (75 ˘ 0.8) GeV/c range are swept away by the C3 collimator, while surviv-

ing muons are removed by three 2 m long B3 dipoles The Cherenkov Differential

counter (CEDAR) tank is situated at Z = 69 m. For high-efficiency kaon tagging, the

beam must be reshaped to be parallel and aligned with the beam-axis, performed

by two quadrupoles (Q7, Q8) and cleaning collimators (C4, C5) which absorb the

beam tail-ends. The beam is steered up to the GTK tracking-system, which contains

three silicon micro-pixel stations. The second A2 achromat is placed between GTK1

and GTK3, which has four vertically deflecting C-shaped dipoles. The achromat

defocuses any remaining muons using the scraper magnets whilst shaping the sec-

ondary beam, with the final collimators absorbing any deflected particles. At the

end of GTK3 at 102 m, the TRIM5 dipole magnet is used to deflect the beam by an

angle of 1.2 mrad in the positive X-dimension. Figure 3.4 displays the X-direction

of the beam with respect to Z. The TRIM5 deflection is corrected by -3.6 mrad at the

MNP33 large-aperture dipole magnet which is situated inside of the STRAW spec-

trometer, as to match with the central aperture of the Liquid Krypton Calorimeter

(LKr) calorimeter whose face is aligned with the central axis. The final stage is to

dump the beam, which is deflected by -13.2 mrad just after the MUV3 detector. Ta-

ble 3.2 contains the overall properties of the K12 beam as it enters the decay-volume.
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Figure 3.4: Downstream beam-line layout post TRIM5. The TRIM5 steers the beam by 1.2 mrad in
the X-dimension up to the MNP33 dipole which then deflects the beam back by -3.6 mrad to match
with the central aperture of the LKr which is on the central axis. The beam dump is placed after the
SAC, and the beam is deflected by -13.2 mrad just after the MUV3 [53].

Notably, only 6% of the 75 GeV/c beam are kaons. As all downstream sub-detectors

Table 3.2: The nominal properties of the K12 secondary beam, including the instantaneous rates of
the various beam components.

Momentum Mean Value 75 GeV/c
∆P {P (RMS) 1.0%

Instantaneous Rate

p 173 MHz (23%)
K` 45 MHz (6%)
π` 525 MHz (70%)
µ` « 5 MHz (<1%)

Total 750 MHz

have a central beam-hole, the vast majority of the K12 beam particles continue along

the beam-axis without being observed downstream.
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3.3 Detectors at NA62

3.3.1 Detector overview

A schematic drawing of the NA62 experiment is displayed in Figure 3.5. Here,

K` decays from the K12 beam which occur in the fiducial volume between 102.4

m ă Z ă 180.0 m will be fully reconstructed. As the beam is at high-momentum,

the sub-detector architecture is hermetic for particles up to 50 mrad with respect to

the Z-axis. A short summary of the sub-detectors systems is provided in Table 3.3.

Figure 3.5: The NA62 beam-line and detector. The length is approximately 270 m, with K` decays
occurring in the fiducial decay region [53].

The sub-detectors denoted as ’Other’ are small systems crucial for the K` Ñ π`νν̄

Table 3.3: A short summary of the NA62 detector systems and their purposes.

System Detector Purpose

Tracking GigaTracker Precise K` momentum, time and position measurement
STRAW Reconstruct charged tracks from K` decays

Particle ID KTAG Uses Cherenkov light to time-stamp K`

RICH Cherenkov detector to provide π and µ separation

Hodoscopes NA48 CHOD Fast minimum bias triggers for charged tracks
NewCHOD More complex kinematic triggers for charged tracks

Photon Veto
LAV Large angle photon veto 8.5 mrad < θ< 50 mrad
LKr Intermediate photon veto between 1.5 mrad < θ< 8.5 mrad
SAV IRC and SAC, reject photons parallel to beam 1.5 mrad < θ.

Muon Veto MUV1,2 Hadronic calorimeters for π and µ separation
MUV3 Behind an iron wall to detect µ only

Other
CHANTI Rejects inelastic beam interactions from the GTK stations
MUV0 Rejects large angle π´ from K3π downstream of RICH
HASC Rejects beam-parallel π` from K3π at the beam-dump
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measurement only; the CHANTI is used to veto events containing inelastic K` in-

teractions, whereas both the MUV0 and HASC are used to detect specific topologies

of K` Ñ π`π`π´ decays which contribute specifically as single track background.

Below, only the most crucial detector systems to the analyses presented in the fol-

lowing chapters are described in detail.

3.3.2 Tracking

3.3.2.1 GigaTracker (GTK)

The GigaTracker (GTK) is designed to provide precision measurements of the K`

momentum, time and position within the K12 beam. The GTK is situated upstream

of the fiducial decay volume and consists of three hybrid silicon micro-pixel stations,

offset vertically around the A2 achromat. Figure 3.6 contains a schematic drawing

of the GTK system. The momentum measurements are extracted via the vertical

Figure 3.6: Left: the Y Z view and right: the XZ view of the GTK. The red-line denotes the optimal
path of a 75 GeV/c K` beam particle [53].

displacement of the kaon path between GTK1 and 2. The momentum precision is

σpP q “ 1.5 MeV/c, whilst the angular resolution on the beam-slope determination

(dX{dZ, dY {dZ) is 16 µrad. As the GTK is subjected to an instantaneous rate of

up to 750 MHz, the time resolution of the detector is of the O(200 ps) in order to

differentiate between the pile-up of kaons. Each station receives approximately 4 ˆ

1014 neutrons per cm2 in a year of data taking. The stations must be radiation hard

as to last a year of data acquisition, while only corresponding to a small amount of

material (0.005X0). Each micro-pixel detector consists of 1.8 ˆ 104 pixels of 300 ˆ

300 µm2 area, arranged in an array of 200 ˆ 90 elements. Ten application-specific

integrated circuits (ASIC) chips are used per station, used to read out 40 ˆ 45 pixels
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each.

3.3.2.2 Straw spectrometer (STRAW)

The Straw spectrometer (STRAW) is used to measure the momentum and trajectory

of the K` decay products after the fiducial decay volume. Figure 3.7 contains a

drawing of the end of the vacuum region where the STRAW is located. The spec-

Figure 3.7: The STRAW; four chambers, separated by 10 m (15 m for chamber four), interspaced by
the MNP33 dipole magnet.

trometer consists of four straw chambers and the MNP33 large-aperture dipole mag-

net. The magnet is positioned between the second and third chambers, and delivers

a field integral of« 0.9 Tm in the positiveX-dimension (equivalent to a +270 MeV/c

kick). The chambers are built using two modules, each containing two views. The

first module contains the pX, Y q “ p0˝, 90˝q views, and the second is rotated by ´45˝

relatively, such that pU, V q “ p´45˝, 45˝q. Each view consists of 448 straw tubes,

divided into four layers and staggered to guarantee at least two hits per view. Fig-

ure 3.8 contains a schematic of the module orientation in the chambers, including

the straw tube staggering. Each chamber has a diameter of 2.1 m and a 12 cm gap in

each view at the centre for the beam-pipe. The straw tubes are constructed out of 36

µm thick polyethylene terephthalate (PET), and are 9.82 mm in diameter and 2160

mm in length. The tubes are gas-filled with a combination of 70% Ar and 30% CO2
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Figure 3.8: Left: how a full STRAW chamber is constructed using four pU, V,X, Y q views and
right: the staggering of the four-layers of straw tubes to guarantee at least two hits for a track per
view [53][56].

operated at atmospheric pressure. The straws are coated with 50 nm copper, and

lined with 20 nm of gold, containing a tensioned gold-plated tungsten wire which

are 30 µm in diameter. The combined material budget for the entire STRAW is ul-

timately very low, at 0.02X0, in order to reduce multiple-scattering. Each STRAW

chamber uses custom front-end electronics to read-out data, where sets of 16 straw

tubes are controlled by a FPGA served by two CARIOCA chips, developed for the

LHCb muon read-out [57]. After evaluation, the track momentum resolution is con-

sistent with design at σpP q{P “ 0.3%
À

0.005%P , whilst the angular resolution is

σpθq “ 60 µrad for tracks with momentum P = 10 GeV/c and only 20 µrad at P = 50

GeV/c [53].

3.3.3 Particle Identification

3.3.3.1 Kaon Tagger (KTAG)

The role of the Kaon Tagger (KTAG) is to identify (i.e time-stamp) the 6% compo-

nent of the K12 hadron beam which are K`. The kaon tagging system comprises of

two components; a differential CEDAR and a photomultiplier octagon (KTAG). The

CEDAR is a nitrogen (N2) 0.94 m3 filled tank which is placed directly in the beam-

line at Z “ 69 m after the T10 target. Figure 3.9 contains a schematic diagram of the
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CEDAR, including the Cherenkov light-path of a K` candidate. By controlling the

(a) (b)

Figure 3.9: Schematic drawing of the CEDAR and KTAG. The tank is shown in (a), including the
tracing of the K` Cherenkov light, whereas (b) displays the KTAG photo-multiplier octant which
directs the Cherenkov light to eight light boxes [53][58].

pressure in the tank (1.7 bar for K` operation), the opening angle of the Cherenkov

light-cone can be controlled such that only K` candidates generate rings which can

pass through the narrow slit diaphragm and into the KTAG. Therefore, the KTAG is

tuned with both a pressure and alignment scan to maximise detection efficiency. The

light exits the diaphragm through eight quartz windows into an octagon of spherical

mirrors which reflect the light radially towards the photo-multiplier ’light’ boxes.

Each light box (also known as a sector) contains 48 Photomultiplier Tubes (PMT),

which are read-out using 128-channel Time to Digital Converter (TDC) boards. The

coincidence of signals in multiple sectors is used to time-stamp each beam kaon

with a time-resolution σptq = 70 ps, as the photons generated from both protons and

pions will not register coincidental signals in more than five light boxes due to the

diaphragm. Naturally, the KTAG system is highly sensitive to beam conditions, and

so the beam must be shaped to be flat and parallel with the beam-axis as it traverses

the CEDAR tank.

3.3.3.2 RICH

The RICH is the downstream particle identification detector situated at Z “ 223 m,

used primarily to separate pions, muons and electrons in the momentum range be-
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tween 15 GeV/c ă P ă 35 GeV/c. The RICH is an 17.5 m long ferro-pearlitic steel

cylinder filled with neon-gas at atmospheric pressure, corresponding to a refractive

index pn ´ 1q = 62 ˆ 10´6. Figure 3.10 contains a schematic drawing of the RICH.

The tank gradually reduces in diameter, with the upstream section the largest at 4.2

Figure 3.10: Schematic drawing of the RICH; the beam traverses the centre of the detector, with
particles above threshold producing Cherenkov light which is reflected by the two halves of theRICH
mirror (denoted by different colours) back to the two PMT arrays [53].

m to house the two honeycomb structured photo-multiplier matrices, each contain-

ing 976 PMTs residing either side of the beam-pipe. Any particle with mass m and

momentum P above the threshold Pthreshold “ m{
?
n2 ´ 1 will produce Cherenkov

light. The light travels towards the RICH mirror, a mosaic constructed using 20

hexagonally-shaped spherical mirrors. The two vertical halves of mosaic have dif-

ferent centres of curvature, in order to reflect the Cherenkov light to either the left or

right PMT matrix. This is to avoid light intercepting the beam-pipe. The Cherenkov

cone with angle,

cospθcq “
1

nβ
“

1

n

c

1`
m2

P 2
(3.3)

will form a ring on the PMT matrix with radius r “ f tanpθcq, where f = 17 m is the

focal length. By approximation that n´1! 1 and that the mass m is far smaller than

momentum P , the radius can be collapsed using the small angle approximation to
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be,

r “ f tan θc « f

c

2pn´ 1q

n
´

m2

nP 2
. (3.4)

Therefore, the RICH can be used in combination with the spectrometer; the momen-

tum measurement can assign the particle type of a track based on the radius.

3.3.4 Hodoscopes

3.3.4.1 NA48 Hodoscope (CHOD)

The NA48 Charged Hodoscope (CHOD) is a device used to obtain a fast response

to the charged products of K` decays. Figure 3.11 displays a schematic drawing of

the detector.

Figure 3.11: Schematic drawing of the NA48 CHOD. The first plane is built using vertical slabs whilst
the second contains horizontal slabs [53].

The CHOD is comprised of two consecutive octagonal planes separated by 40 cm,

situated atZ “ 239 m downstream of the T10 target. Each plane consists of 64 plastic

scintillator slabs, with the first aligned vertically and the second horizontally. Each

slab is 20 mm thick, corresponding to 0.1X0, but vary in length (between 600 mm for

outer counters to 1210 mm for the inner) depending on their position relative to the

beam-hole. The slabs are read-out at one end by fast PMTs; for a charged particle
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traversing the detector, two time measurements are performed corresponding to a

single vertical and horizontal slab measurement. The time resolution of the CHOD

is σptq = 400 ps, compatible with the NA48 experiment despite the far higher instan-

taneous rate, providing a suitable source for fast minimum bias triggers for decays

with at least a single charged track.

3.3.4.2 NewCHOD

The NewCHOD is a charged hodoscope designed specifically for NA62, situated

just before the NA48 CHOD at Z “ 238 m. Figure 3.12 contains a schematic diagram

of the face of the NewCHOD, including the positioning of the 152 plastic scintillator

tiles.

Figure 3.12: Schematic drawing of the NewCHOD. The single plane structure uses 152 tiles, with
unique sizes and shapes at the edges and at the beam-hole of the detector [59].

Each tile is 30 mm thick, covering a region between 140 mmă R < 1070 mm. The tile

centres are spaced by 107 mm such that they overlap by 1 mm in the Y -dimension;

this was achieved by staggering the tiles longitudinally around a 3 mm central sup-

port foil. Each tile is 108 mm in height, and are either 134 or 286 mm wide depending

on the position relative to the beam-pipe. Only the tiles on the outside edge of the

detector are unique sizes. The resulting material thickness of the detector is 0.13X0.

The scintillation light from each tile is collected by wavelength-shifting fibres and
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detected by a pair of Silicon PMTs (SiPM). The 304 SiPM pairs are read out by a sin-

gle 512-channel TEL62 board [60]. The time resolution is slightly larger than for the

NA48 CHOD, at σptq = 1 ns. The NewCHOD is used to define more complicated ge-

ometrically based firmware algorithms for use in the low-level trigger. Most of the

criteria use NewCHOD quadrants, defined by dividing the face of the detector into

four quarters of equal size. These quadrant triggers are used for decays containing

either single or multiple charged tracks (see Section 3.4).

3.3.5 Photon Veto

3.3.5.1 Large Angle Veto (LAV)

The Large Angle Veto (LAV) is a system of twelve independent ring-shaped detec-

tors placed at longitudinal positions beginning at the start of the decay volume and

finishing just before the CHOD (Figure 3.5). As the LAV spans a large longitudi-

nal range, the inner and outer ring radii increases with Z as the vacuum tank size

increases. The LAV covers the angular region between 8.5 mrad ă θγ ă 50 mrad

with respect to the Z-dimension, designed to detect wide-angle photon emission

originating from the π0 Ñ γγ in the K2π decay. Figure 3.13 displays a single LAV

station, most of which contain either four or five layers of lead-glass crystal blocks.

The rings are staggered with respect to the first layer so that the gaps between the

crystals are covered, with each block corresponding to 10 ˆ 37 cm2 of surface area

relative to the Z-axis. High-energy photons which interact with the glass blocks

generate electromagnetic showers which produce Cherenkov light in the material;

the resulting photons are detected by the PMTs coupled to the base of each block.

To ensure a 108 rejection power for the photon veto overall, the LAV has achieved

the design inefficiency better than 10´4. This level is due to low-energy Eγ ď 200

MeV photons which are difficult to distinguish from noise in the detector.

3.3.5.2 Liquid Krypton calorimeter (LKr)

The Liquid Krypton calorimeter (LKr) is the same detector used in the NA48 exper-

iment. Placed at Z = 241 m downstream of the target, the LKr is an electromagnetic,

quasi-homogeneous calorimeter which uses 7 m3 of liquid krypton housed inside
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(a) (b)

Figure 3.13: A LAV station, where (a) is a photograph of LAV12 before insertion into the beam and
(b) is a schematic drawing with five lead-glass layers [53][61].

cryostat at 120 K. At NA62, its principle purpose is to veto photons in the angular

region between 1.0 mradă θγ ă 8.5 mrad with respect to the Z-dimension. The face

of the calorimeter is octagonal, covering a region between 80 mm ă R < 1280 mm,

and is 1270 mm in depth which corresponds to 27X0. Figure 3.14 displays a quad-

rant of the LKr including the 2ˆ2 cm2 Cu-Be electrode cells. In total, 13248 cells

cover the transverse face of the detector and the each span the full depth. To han-

dle the increased rates relative to NA48, a brand-new Calorimeter Readout Module

(CREAM) was developed. The energy resolution of the LKr as measured by NA62

was estimated based on simulated data,

σpEq

E
“

4.8%
?
E

à 11%

E

à

0.9%, (3.5)

which is in agreement with the NA48/2 resolution [53]. With the energy measured

in GeV, the first term is shower-dependent, the second due to noise and the final

due to residual cell miscalibration.

3.3.5.3 Small Angle Veto (SAV)

The Small Angle Veto (SAV) consists of two systems, the Intermediate Ring Calorime-

ter (IRC) and the Small Angle Calorimeter (SAC). The IRC sits just before the LKr

58



Figure 3.14: Schematic drawing of a quadrant of the LKr. The Cu-Be cells traverse the depth of the
detector, kept separate by spacer panels [53].

and wraps directly around the beam-pipe. The SAC is placed at Z “ 261 m di-

rectly in the beam-line, after the K12 beam has been deflected to the dump. Both are

used to detect photons which are emitted parallel to the beam with angles below 1.5

mrad. Figure 3.15 contains a photograph of both detectors. Both the IRC and SAC

are Shashlik calorimeters, using plastic scintillator as the active volume and lead as

the absorber. The IRC covers the transverse region between 120 mm ă R ă 290 mm,

slightly offset in positive X . The IRC contains two separate modules, with the first

containing 25 layers and the second 45, where each layer is 3 mm thick correspond-

ing to lead absorber and plastic scintillator. The depth is equivalent to 19X0. The

SAC is similarly designed but is contained to a single volume, consisting of 70 layers

with dimensions 205 ˆ 205 mm2 and also corresponds to 19X0. Four PMTs are used

to read-out the scintillation light.

3.3.6 Muon Veto

3.3.6.1 MUV1,2

The MUV1,2 are both iron and scintillator hadronic sampling calorimeters. The

purpose of these calorimeters is to provide energy-based separation for pions and

muons. In conjunction with the LKr, pions are expected to have deposited their en-

ergy in at least one of the detectors such that the value ETot “ ELKr`EMUV1`EMUV2
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(a)

(b)

Figure 3.15: Photograph of (a) the IRC and (b) the SAC. The IRC wraps around the beam-line,
whereas the SAC is inserted directly into the beam-line [53].

can be used as a particle identification discriminant. Figure 3.16 contains a schematic

of the full MUV system. The MUV1(2) has 24(22) layers, equivalent to 4.1(3.7) inter-

action lengths. For the MUV1, 22 of the 24 layers cover a transverse region of 2700

ˆ 2600 mm2, whilst the first and last layers extend to slightly larger dimensions to

cover the electronics. Each iron plates is separated by 9 mm thick, 60 mm wide scin-

tillator strips, which are arranged in both the horizontal and vertical direction and

span the full transverse size of the detector. Strips in the same consecutive position

are read out to a pair of PMTs (one for each end of the strip) by wavelength-shifting

fibres; this leads to 22 ¨2 vertical and horizontal channels, equivalent to 176 channels

overall. The MUV2 is the refurbished front module of the NA48 hadron calorime-

ter (HAC) but with reversed longitudinal orientation. Each MUV2 scintillator plane

contains 22 strips, with each spanning 1300 mm, equivalent to half of the transverse

size of the detector. The same read-out strategy is used as MUV1, with 11 ¨ 2 vertical

and horizontal channels, resulting in 88 channels overall.
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Figure 3.16: A schematic of the full MUV system. MUV1 and MUV2 are both sampling hadronic
calorimeters used to separate pions from muons, whereas the MUV3 is used to detect/veto muons
which traverse the iron wall [54][53].

3.3.6.2 MUV3

The MUV3 detector is designed to be a fast muon veto. It is located behind an 80

cm deep iron-wall at the end of the MUV system, where the wall is used to stop any

surviving hadrons (Figure 3.16). The MUV3 is a large square-faced detector with

transverse size 2640ˆ 2640 mm2. Like the NewCHOD, the MUV3 consists of plastic

scintillator tiles, with 140 regular 220 ˆ 220 mm2 tiles which cover the majority of

the face, and eight smaller tiles (4/9 of the regular area) which are placed around

the beam-hole as the rate in that region is substantially higher. Figure 3.17 contains

the expected srates for the MUV3 tiles for nominal beam conditions. Notably, the

rate increases as the tiles approach the beam-pipe, with one ’hot-tile’ which counts

at 3.2 MHz. This is due to the decay of beam pions to muons. Two PMTs are used

to read-out each tile, placed directly behind the scintillator. The signals are fed to

a constant-fraction discriminator (CFD) which are then sent to a TEL62. In total,

the MUV3 has 296 read-out channels. The time-resolution on the individual MUV3

channels is σptq « 600 ps. With the average reconstruction efficiency above 99% (see
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Figure 3.17: The MUV3 tile rate for nominal beam conditions. A single ’hot-tile’ is present in the
inner tiles, with rate 3.2 MHz which is higher than the colour-scale [53].

Figure 6.3), the MUV3 is the primary muon identification system at NA62.

3.4 Trigger and data acquisition (TDAQ)

One of the most important aspects of the experiment is the Trigger and Data Acqui-

sition (TDAQ) system. The TDAQ refers to the series of processes which collect data

and record it to disk for further analysis. In this section, an overview of the NA62

TDAQ is provided, including greater emphasis on the aspects that are heavily in-

volved in the K` Ñ π`µ`µ´ analysis described between Chapters 6 to 9.

3.4.1 The trigger logic

The NA62 experiment adopts a multi-level triggering strategy to ultimately reduce

the downstream particle flux (10 MHz) to a rate limited by the available bandwidth

for storing the data to tape («100 KHz). A minimum bias approach is not feasible

at this instantaneous rate, requiring a complicated TDAQ strategy to achieve stable

data-acquisition [62]. The trigger levels are as follows:

• L0: A hardware-based trigger, evaluating sub-detector digitised signals before

passing the decision to the Level 0 Trigger Processor (L0TP). Each trigger ’prim-
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itive’ can then be used to build a trigger ’mask’, where the L0TP returns a deci-

sion based on the timing coincidence of multiple primitives. The maximum L0

hardware trigger rate is 1 MHz.

• L1: A trigger implemented in software, requiring loose selection criteria for

specific sub-detectors based upon the signal decay of interest. Each ’algorithm’

is applied sequentially, aiming to reduce the trigger rate to below 100 KHz.

The first two stages of the trigger were in operation for both 2016 and 2017. Fig-

ure 3.18 displays the flow of the TDAQ for each NA62 sub-detector. Only five TEL62

Figure 3.18: The general flow of the TDAQ for every sub-detector. The red arrows denote detectors
which generate L0 primitives, whilst the black contribute to the L0 Calo initially. Detectors in green
use TEL62 boards [63].

detectors contribute to the L0, whilst all calorimeters (LKr , MUV1, MUV2) pass

through the L0 Calo. As the L1 trigger is applied at the software level, it is possible

to utilise any of the detectors. A brief description of the detectors used in the trigger

in 2016 and 2017 is provided in Table 3.4.

3.4.2 L0 primitives

The L0 hardware trigger is designed to use a small set of the fastest sub-detector sig-

nals to reduce the input rate from 10 MHz to below 1 MHz. Each sub-detector gen-

erates primitives, a time-stamped data-packet containing information on whether
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Table 3.4: Brief description of the detectors which contribute to the L0 and L1, including the type of
criteria implemented.

Trigger Level Detector Type of Criteria

L0

RICH Loose PMT multiplicity for charged tracks
NewCHOD Geometric and tile based multiplicity for charged tracks
CHOD Minimum bias multiplicity for charged tracks
LAV Fast γ veto using LAV12
Calorimeters Total energy using LKr and MUV1,2

L1

KTAG Loose K` time-stamping
LAV γ veto using all LAV stations
STRAW Partial reconstruction of charged tracks

specific criteria were met according to the trigger firmware for each sub-detector.

The majority of the detectors involved in the L0 generate primitives using TEL62

boards equipped with TDCs, whilst the calorimeter primitives are produced using

the CREAM readout system (Figure 3.18) [60]. Only the TEL62-generated primi-

tives are important for the analysis presented in Chapter 8. Each TDC primitive

consists of a 64-bit data block, which is segmented into 12.5(6.25) ns time slots in

2016(2017). If multiple primitives are generated at times within the resolution of

the sub-detector, the primitives are merged. As all TDC triggers are based on hit

multiplicity in the same event, hits must be sorted to build the time-clusters which

produce the primitives. This is a feature which has become important when inter-

preting specific inefficiencies (see Chapter 7).

In order to build a L0 ’mask’, the L0TP identifies which primitives were simultane-

ously true within a 10 ns time-window, which is the reason for the time-sorting. If

any of the primitive coincidences match with any of user-requested trigger masks,

the L0 trigger is fired and the event is passed to the L1 software stage. Two masks

were important for this thesis, defined as the following combination of primitives:

• Multi-track trigger: RICH¨ QX ,

• Dimuon trigger: RICH¨ QX ¨MO2.

The primitives are described below,

• RICH: Low threshold-multiplicity requirement of at least two or more RICH

PMT supercells (defined as 8-adjacent PMTs) fired within a 12.5(10) ns coinci-
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dence for 2016(2017). Expected to be efficient for events containing positively

charged tracks.

• QX : Hits in at least two diagonally-opposite NewCHOD quadrants, within a

10 ns coincidence. This primitive is designed to collect three-track decays.

• MO2: Hits in at least two or more outer MUV3 pads within a 10 ns coincidence,

designed to collect dimuon final states.

To perform rare three-track decay measurements, one must collect a normalisation

sample of an abundant, well-understood decay with three-track topology, i.e K` Ñ

π`π`π´ (K3π) through the Multi-track mask. The Dimuon mask is used to collect

a sample of rare K` Ñ π`µ`µ´ (Kπµµ) decays, using the same logic apart from the

additional MO2 condition. By using close to the same logic, most systematic effects

can be vastly reduced by normalisation.

3.4.3 L1 algorithms

After an event has passed the L0 stage, the L1 software trigger is put into effect on the

PC farm. The algorithms are applied sequentially, meaning the rate is subsequently

reduced at each stage. Again, there are three relevant algorithms which are applied

at the L1 stage for both Multi-track and Dimuon triggers. All of the possible L1

algorithms in 2016 and 2017 data are described below,

• KTAG: Searches for at least five out of eight KTAG sectors to be in time-coincidence

and within 10 ns of the L0 trigger time. This is to positively identify a beam

kaon candidate consistent with the event time.

• !LAV: Used as a veto, the algorithm searches for at least two hits with leading

and trailing signal edges within the full LAV detector; the time of the leading

signal edge of the hit must also be within 10 ns of the L0 trigger time. The

motivation is to suppress the abundant K` Ñ π`π0 background by detecting

at least one photon from π0 Ñ γγ.

• STRAWe: Denoted ’e’ for ’exotic’, this algorithm uses a fast two-dimensional

Hough transform and simple momentum evaluation to perform a crude track-

reconstruction [64]. The trigger accepts events containing a negative-track.
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Negative tracks appear only in three-track decays and are typically a signature

in exotic decay searches.

For the analysis described between Chapters 6 to 9, either all or at least a combina-

tion of the above L1 algorithms were implemented.
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4
Simulation of the MNP33 fringe field

In this chapter, the simulation of the MNP33 magnetic fringe field is described. Us-

ing a database of field measurements recorded in 2013, a three-dimensional map

was created by fitting measurement planes with smooth two-dimensional polyno-

mial surfaces. By extrapolating the parameters of the surfaces longitudinally, a map

covering the full three-dimensional geometric acceptance of the vacuum tank was

created. The accuracy of the map was calculated by direct comparison with raw

measurements, and the systematic errors estimated to ensure that the map performs

to within the same tolerances set by the tracking system for precision momentum

measurements.

4.1 Motivation for mapping fields

The implementation of a highly accurate three-dimensional field map for NA62

Monte Carlo (NA62MC) is mutually beneficial to all aspects of data-analysis at

NA62. If the simulation provided only a simplistic representation of the field present

in the detector (for example, a fixed momentum kick at the spectrometer magnet),

the accuracy of the MC productions would be severely comprised with respect to

the raw data in the following categories:

• Track/vertex trajectory and quality.

• Sub-detector illuminations downstream.
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• Accuracy of signal and background acceptances.

If the tracking trajectory is inherently different between data and simulation, the il-

lumination of the sub-detector systems downstream of the spectrometer will differ

between MC and reality. As simulated samples are used to estimate signal accep-

tance, the discrepancy renders the calculation completely unreliable. This is espe-

cially detrimental for the precision measurement of rare or ultra-rare processes such

as K` Ñ π`µ`µ´ or K` Ñ π`νν̄. To avoid this, the simulated map must be three-

dimensional to cover every possible trajectory through the field.

Three-distinct regions based upon the longitudinal Z coordinate are displayed in

Figure 4.1. The regions are designated based on the nature of the field approaching

Figure 4.1: The NA62 decay volume, divided into the three natural field-map regions. The blue-tube
region makes up the majority of the vacuum tank and contains LAV1-8. The grey-tube region sits
symmetrically around the MNP33 magnet region, and houses the spectrometer stations.

before and after the MNP33 magnet, as explained below:

• The blue-tube: The region between 104.458 ď Z[m] ă 181.175 contains the ma-

jority of the vacuum tank, consisting of the first eight LAV stations interspaced

by twelve 6 m long steel ’blue’ tubes. The blue-tube is the first region that

charged tracks traverse before reaching the spectrometer. The field is typically

small in this region of O(10 µT) and is due a combination of two independent
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sources. Firstly, the steel tubes are reworked from the NA48/2 experiment,

where residual magnetisation occurs as a result of work-hardening. A contri-

bution of similar size is also expected due to the non-zero earth field, known to

be « 40 µT at the geographic location of the experiment [65].

• The grey-tube: The regions between 181.175 ď Z[m] ă 193.363 and 200.907

ă Z[m] ď 212.200 contain the grey-tube segments, situated either side of the

MNP33 magnet. In this region, the fringe field of the MNP33 magnet is domi-

nant. The field increases rapidly to values approaching« 1 mT, and is maximal

for Z-positions which are closest to the magnet.

• MNP33 Dipole Magnet: The region between 193.363 ď Z[m] ď 200.907 con-

tains the MNP33 large aperture dipole magnet. The magnet is situated in be-

tween the two central spectrometer chambers, and was substantially rebuilt

since the NA48/2 experiment. The magnet has a large rectangular cross-section

of 4.4 wide by 4 m high. The physical dipole is 1.3 m long, centred at 196.995

m, and the iron yokes open by 2.4 m vertically and 3.2 m horizontally. The pri-

mary field points in the negative Y -dimension, and is substantially larger than

the other components. Over the MNP33 volume, the integrated vertical field

delivers IBY “
ş

BY .dZ « 0.9 Tm, corresponding to a transverse momentum

kick in the X-dimension by «270 MeV/c. The field strength at the centre of the

magnet is 0.38 T.

At the time of this analysis, both the blue-tube and MNP33 field maps were de-

veloped and implemented into NA62MC[66]. The missing component is the fringe

field of the grey-tubes, which is developed here. The strategy to develop the field

map is to use a large sample of field measurements at different (X, Y, Z) coordinates

to build a three-dimensional field map, as follows:

• Fit each pX, Y q measurement Z-plane with a smooth two-dimensional curve

which accurately describes the surface for each field orientation.

• Develop a criteria for identifying and removing rogue measurements, to im-

prove the quality of the fit.
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• Extract the parameters in each plane, and then fit the longitudinal dependence

of each parameter with a suitable function.

• Link the map to the blue-tube and MNP33 field-maps already in place for

NA62MC, ensuring a slow and physical transition at the cross-over boundary.

The fringe field integral must be known to within the following precision:

σIB “ ∆

ż

B ¨ dZ ă 3ˆ 10´4 Tm, (4.1)

as outlined in Ref [67], in order to have a negligible effect on the measurement

of kinematic variables by the spectrometer. Notably, processes containing charged

tracks are insensitive to the BZ component of the magnetic field, as the NA62 beam-

direction is roughly parallel to the Z-axis [68]. Additionally, the MNP33 is anti-

symmetric about the centre of the magnet resulting in the complete cancellation of

the upstream and downstream BZ components.

A description of the measurement procedure for the vacuum tubes is found in Sec-

tion 4.2, followed by the construction of the field map in Section 4.3, where the sur-

face fits, point deletion and map-linking is performed. Finally, the systematic errors

of the map are estimated in Section 4.4.

4.2 Measurement sample

The field measurements were performed in September 2013. A sensor comprised of

three orthogonal Siemens KSY44 Hall probes was used to measure the field strength

in each dimension, explained fully in Ref [67]. In the vacuum tubes, measurements

were performed to cover the forward decay ’cone’ with half-angle of 20 mrad, en-

suring complete coverage of the secondary K` decay products between the GTK3

and STRAW2. This was implemented using the grid structure displayed in Fig-

ure 4.2. The sensor was placed at each (X ,Y ) position in the grid-mount and a full

set of measurements were recorded at specific values of Z in order to create a series

of measurement planes. For the blue-tube, the spacing was typically 2 m between

planes, with fifteen planes before 120 m recorded using only the inner grid mount
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(a) (b)

Figure 4.2: Magnetic Field measurement grids. (a) is a schematic of the grid used for the vacuum
tube measurements where each coloured marker corresponds to a sensor measurement position. (b)
is a photograph of the real mount [67].

and twenty-five planes using both inner and middle grids for the Z-values after.

Therefore, the number of blue-tube measurements (if a single set is recorded per

plane), corresponds to N “ 15 ¨ 9 ` 25 ¨ p9 ` 8q “ 135 ` 425 “ 560 Bi components

in total. The grey-tube region is measured similarly, creating measurement planes

spaced by 30 cm and using the full grid structure. The smaller separation is to ac-

count for rapidly increasing field components. With fifteen additional Z-planes, the

grey-tube consists of N “ 15 ¨ p9`8`12q “ 435Bi components. The error associated

to each measurement is 5.6 µT, based on the precision of the hall-probes. Only the

region upstream of the MNP33 is measured, due to technical limitations, with the

intention that the field can be reflected symmetrically around the magnet centre for

the downstream region.

4.2.1 Blue-tube planes

As the blue-tubes use the same measurement strategy, understanding the field com-

position in this region is beneficial for the fringe field map development. Figure 4.3

displays the Z-dependence of the BX and BY components for the central grid po-

sition (0 cm, 0 cm) for the blue-tube, including the field-map evaluation. The most
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(a)

(b)

Figure 4.3: Z-dependence of the blue-tube field for central grid position (0 cm, 0 cm) with respect to
(a) BX and (b) BY . The red-line displays the blue-tube field-map evaluation of the field [67].

notable features are for BX , where the field is extremely complex. BX increases to

« 80 µT at Z = 120 m, as the residual field is affected by the presence of man-hole

covers and flanges where work-hardening significantly alters the magnetisation of

dense material. Despite the low magnitude of the field components with respect to

the MNP33, the considerable length of the tank leads to significant trajectory modi-

fication for charged tracks. For example, the central position raw field-integrals are
ş

BX ¨ dZ « 411 µTm and
ş

BY ¨ dZ « -1057 µTm, which result in certain kinematic

properties as displayed in Figure 4.4. The resolution on the observable invariant

mass for K` Ñ π`π`π´ pK3πq is altered significantly when including the field map

into NA62MC compared to the corrected case, equivalent to the map being turned

off. A tool was developed as described in Ref. [69] to correct for the field modi-

fication. The corrections applied improve the resolution and the azimuthal angle
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Figure 4.4: Left: The pK3πq invariant mass simulated in NA62MC in the presence of the blue-tube
field. Right: the variation in the invariant mass with respect to the azimuthal angle φ “ PX{PY of
the π´. The distributions seen in red correspond to the effect from the blue-tube field, whereas blue
is after correcting the field using the tool.

variation of the mass to far below the experimental requirements.

4.2.2 Grey-tube planes

Figure 4.5 displays the Z-dependence of the BX and BY components for a few

specifically chosen grid-positions in the grey-tube region. As expected, most grid-

positions display a rapid increase in field magnitude with Z. As BY is the primary

field-component of the MNP33, all grid-positions increase up to « 5000 µT with

the largest increase for positions at the centre of the grid. The BX component is

a second-order field, where central grid-positions do not increase rapidly unlike

those on the edge of the grid. Measurements for BX are within ˘ 800 µT at the

final Z´plane where pX, Y q = (+,+) and (-,-) grid-positions have negative magni-

tudes and pX, Y q = (+,-), (-,+) positive. For comparison with the blue-tube, the raw

field integrals in the grey-tube for the central position are
ş

BX ¨ dZ « 224 µTm and
ş

BY ¨ dZ « 5438 µTm, noting that the maximal contribution for BX occurs at the

corners of the grid.

The Z-dependence in Figure 4.5 show many interesting features. In BY , one grid

measurement at Z = 190.863 m is a clear anomaly. In BX , several grid positions
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(a)

(b)

Figure 4.5: Z-dependence of the grey-tube field for multiple grid positions (X[cm],Y[cm]) with re-
spect to (a) BX and (b) BY .

show a distinct non-uniformity in the region between 191 ă Z[m] ă 192 m of « 50

µT. There are three possibilities for these effects,

• Hysteresis: Several MNP33 trips occurred during the measurement procedure.

If the MNP33 magnet trips, the current supplied to the coils must be ramped

slowly to approach back to the design field-strength. This can cause the magnet

to realign and become magnetised differently to the previous conditions and

the field to lag as the current reaches the nominal value. Hysteresis such as this

is expected to be at the level of 1/1000, meaning the effect is of the Op1 µT) for

the fringe field.

• Magnetisation: In the blue-tube region, the magnetisation of reworked mate-

rial lead to clear non-uniformities in the field map at certain positions in Z. The
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regions which were observed to be contributing values of the Op100 µT), a sim-

ilar magnitude to the distortion in Figure 4.5. This suggests that magnetisation

due to reworking is also a major contribution for the grey-tubes.

• Human error: The single anomaly observed in BY is expected to be due to

human error, as the magnitude is factor « 10 smaller than measurements for

close-grid positions at the same Z.

The issues highlight the need for some quality control when constructing the field

map. The measurement plane surfaces can also be plotted, as displayed in Fig-

ure 4.6. Here, both BX and BY are displayed for three out of the fifteen planes

Figure 4.6: The field surfaces for planes at the start, middle and end of the grey-tube region. The top
row is for BX and bottom for BY . The shape in both cases transitions to physical shapes at high Z
from the blue-tube-like fluctuations observed at low Z.

corresponding to the start, middle and end of the grey-tube measurement region.

The typical magnitudes at the beginning are low and blue-tube-like, but as the field

increases rapidly with Z, the shape transforms into more pure mathematical shapes.

By the end of the grey-tube, BX is distinctly saddle-shaped and BY is appears to be

a two-dimensional elliptical paraboloid, as the stray fringe field is now completely

dominant with respect to the residual field.

75



4.3 Building the field-map

The measurements are now used to build the three-dimensional fringe field map.

Each plane is fitted with the following two-dimensional polynomial,

BpX, Y q “ B0 ` αxX ` αyY ` αxxX
2
` αyyY

2
` αxyXY, (4.2)

where BpX, Y q is the evaluated field at a given (X, Y ) position, B0 is the constant

term of the field fit, and the α parameters correspond to the constants of the linear

or quadratic terms with respect to the coordinate space. The lowest-order polyno-

mial which returned a reasonable description was chosen, by fitting each z´plane

with polynomials of increasing order to find the best agreement overall. The shapes

displayed in Figure 4.6 display paraboloidal surfaces which can be described math-

ematically with two-dimensional polynomials. As a set of parameters is obtained

per measurement plane, the plane-parameter dependence with Z can be modelled.

The three-dimensional field is therefore,

BpX, Y, Zq “ B0pZq ` αxpZqX ` αypZqY ` αxxpZqX
2
` αyypZqY

2
` αxypZqXY,

(4.3)

where each of parameters of Equation 4.2 is replaced by a Z-dependent smooth

curve extracted by fitting. With this, the field can be known anywhere and the

map becomes three-dimensional. To improve the accuracy of the map, care must

be taken to handle points which are statistically rogue; i.e a systematically shifted

from expectation. The field must also then be linked to the blue-tube and MNP33

maps. This is easier for the blue-tube which uses the same measurement technique,

whereas the MNP33 uses a factor« 10 more measurements and an entirely different

grid structure.

4.3.1 Measurement deletion

Using Equation 4.2, each of the fifteen measurement planes is fitted to create a

smooth surface to describe the field-shape which can then be used for interpolation.

Figure 4.7 displays the two-dimensional pX, Y q data-fit residual for three specifically
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chosen planes.

Figure 4.7: BY data-fit residuals for Z-planes at the start, middle and end of the grey-tube. The
measurement grid structure has been drawn for perspective. The central plot is the BY plane where
a clear anomaly was observed in Figure 4.5.

At the start of the grey-tube, ∆BY is small across the grid, well within the error as-

signed to each measurement point (5.6 µT). By the end, the magnitude of the field

increases by a factor « 100 and so the differences are far greater than the measure-

ment error. The central case of Figure 4.7 corresponds to the anomaly observed in

Figure 4.5, suspected to be due to human error. The point pulls the fit and worsens

the agreement for the other points in the grid. An algorithm was designed to handle

systematically suspicious points as follows:

• Fit measurement plane with Equation 4.2.

• Delete any grid-position where the data-fit residual ∆Bi deviates by more than

˘100 µT, and re-perform the fit.

The algorithm uses residuals instead of pull distributions because the error assigned

to each point is identical. The value of 100 µT is chosen close to double the magni-

tude of the deviation observed due to magnetisation in the blue-tubes. The algo-

rithm is limited to delete only one-point per plane to keep the measurement sample

as large as possible. Regardless, point deletion does not drastically affect the overall

fit. Figure 4.8 displays the difference between the Z-plane fit before and after the

deletion of the rogue measurement (denoted by an ’X’) from the central plane dis-

played in Figure 4.7. The maximal change of the fit occurred closest to the point that
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Figure 4.8: Difference in the 2D BY fit before and after deletion of measurement point (-20 cm, 0 cm)
for Z-plane 190.843 m. The outline of the plot corresponds to the grey-tube inner radius.

was deleted, but even in this extreme case (the largest deviation by any point in the

sample), the typical ∆B « 30 µT is small with respect to the average field magnitude

of the plane (500 µT). Table 4.1 displays the four measurements which were deleted

by the procedure, including one at the final measurement plane for bothBX andBY .

Table 4.1: Summary of the measurement-deletion algorithm. Four points were deleted in total.

Field Z-Plane[m] Coordinate (X[cm],Y[cm] Fit-Data δB[µT]
BX 193.343 (-50,50) 103.2
BY 190.893 (-20,0) 392.7
BY 191.243 (0,0) 121.9
BY 193.343 (-50,50) 133.6

Additionally, each measurement plane as a whole was investigated for systematic

effects. As observed in Figure 4.5 of Section 4.2, several grid-positions show a dis-

tortion in BX between 191 ă Z[m] ă 192. The cause is suspected to be due to mag-

netisation and creates a kink in the otherwise smooth Z-dependence. To observe

the effect of this kink with respect to a smooth curve, the raw field-integrals for BX

were calculated for the entire fringe field region with and without the two planes
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for each grid position. The difference between the grid-position integrals is calcu-

lated and the residual fitted with a Gaussian curve in Figure 4.9. In general, the

Figure 4.9: The residual of the field integral for BX at each grid-position before and after deleting
two planes, fitted with a Gaussian distribution. The impact of the deletion is relatively small.

larger deviations come from positions furthest from the centre. The deletion of the

two planes has a small effect on the raw BX field-integral, shifting the value by «

-8 µTm on average for all grid positions. This corresponds to less than 3% of the

total field-integral for BX at the central-grid where the field magnitude is smallest.

The shift is small because the first plane 191.123 m and second 191.153 m deviate in

opposite directions, leading to a partial cancellation. For simplicity, the two planes

were permanently removed for BX as the impact on the field-integral is minuscule

with respect to the performance requirements.

4.3.2 Plane interpolation

After the quality-control measures in the previous section, each Bi measurement

plane is fitted for the final time with the two-dimensional polynomial described by

Equation 4.2. In order to have a three-dimensional field-map, the Z-dependence of

each of the six parameters must be modelled, performed using polynomial fits of

the form,

fz “ p0 `

b
ÿ

n“1

pnpz ´ z0q
n (4.4)
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where p0 is a constant parameter of the polynomial, z0 is the Z-plane value at the

end of the blue-tube region (183.331 m), and b is the smallest number required to

obtain an adequate fit, in order to keep the number of terms as small as possible.

Due the rapidly-increasing nature of the fringe field, in some circumstances it was

necessary to modify Equation 4.4 to include an exponential term,

fz “ p0 ` γpz ´ z0qe
δpzE´zq `

b
ÿ

n“1

pnpz ´ z0q
n (4.5)

where γ, δ are additional fit parameters, and zE = 193.343 m is the Z-plane at the end

of the grey-tube. By multiplying non-constant terms by (z´ z0), the fringe field map

can be easily matched to the blue-tube. The blue-tube map is implemented with

a similar method, by fitting measurement planes with two-dimensional polynomial

and interpolating the parameters. Simply, the constant terms in Equation 4.4 and 4.5

can be fixed to match those from the blue-tube map pBT0 , leading to a seamless tran-

sition at the boundary z0.

Figure 4.10 and 4.11 displays the six α surface parameter distributions with respect

to Z for the BX and BY field. The lower magnitude of the BX field with respect

to the 5.6 µT measurement error leads to a better fit performance than for BY , and

clearly the parameter dependence with Z is not always smooth. The region around

191 m, which was the focus of measurement quality previously, displays some fea-

tures that are hard to describe fully with polynomial curves. However, the regions

of rapid increase are well described by the exponential-polynomial fits in all param-

eters, such that the field evaluation is expected to be reliable. Figure 4.12 contains

the Z-dependence of a multiple grid-positions displayed earlier but now containing

the fringe field simulation. The agreement with the data is excellent. The field inte-

grals at the central grid position (0 cm, 0 cm) for the simulation are
ş

BX ¨ dZ « 220

µTm and
ş

BY ¨ dZ « 5448 µTm, which is different by less than 2%(1%) for BX(BY q

to the raw field measurements. The comparison can be made for all grid positions

with the average deviation calculated to be about the same value.
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Figure 4.10: The six surface-parameter Z-dependence fits for BX . The blue-lines denote the start and
end of the fringe field regions.
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Figure 4.11: The six surface-parameter Z-dependence fits for BY . The blue-lines denote the start and
end of the fringe field regions.
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(a) (b)

Figure 4.12: Z-dependence of the grey-tube field now including the field-map simulation for multiple
grid positions (X[cm],Y[cm]) with respect to (a) BX and (b) BY .

4.3.3 Linking the fringe map with MNP33

As described by Ref. [70], the MNP33 field was measured using a far more gran-

ular grid-structure with respect to the vacuum tubes, with ultra-fine 80 mm steps

in Z to build up over 3000 measurements. The map implemented in NA62MC is

also constructed differently, using a direct trilinear interpolation approach on the

measurement sample instead of any smooth fitting techniques. The high-accuracy

of this approach comes at the cost of CPU performance, with the MNP33 map being

by far the slowest component to evaluate in MC generation [71].

Though there is no simple method to connect the maps, the final blue-line marked

at Z = 193.083 m in the parameter fits of Figure 4.10 and 4.11 corresponds to the start

of the MNP33 field-map region; this occurs within the grey-tube volume. In this re-

gion, measurements were performed using both the vacuum tube and MNP33 grid

structures. Figure 4.13 contains the residual difference between the fringe field and

MNP33 maps at the boundary for both BX and BY . There is a clear discrepancy for

the BY component between the two field maps, where the fringe field is drastically

larger by up to 500 µT at the boundary. As the MNP33 measurement procedure was

far more extensive than for the grey-tube, the MNP33 map is considered to be more
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Figure 4.13: Difference in fringe field and MNP33 maps at the cross-over boundary for left, BX and
right, BY . The grey-border corresponds to the MNP33 pX,Y q region, simulated between (˘100 cm,
˘100 cm), and the black-line the inner radius of the grey-tube. A clear discrepancy can be observed
in BY , with a difference in the central region up to ´500 µT.

reliable, and so the decision was taken to re-scale the fringe field map in order to

match with the MNP33. To determine the optimal scale fraction fFF , the difference

between the fringe field and MNP33 field maps was evaluated at all MNP33 grid

positions. By multiplying the fringe field evaluation by fFF and performing a fine-

scan, the ideal scale-fraction was found when the mean of the residual difference

was equivalent to zero for BY . Figure 4.14 displays the result of the fine-scan in fFF .

The scaling constant is therefore,

fFF “ 0.897. (4.6)

which will shrink the field integrals by 10%. To apply the scale-factor, a simple

modification is made to the fits described by Equations 4.4 and 4.5. All terms are

multiplied by fFF , except for the constant term as to preserve the blue-tube match-

ing. The scaling feature is desirable, as the MNP33 magnet can change current, such

that the magnitude (but not shape) of the field can alter depending on the data-

taking configuration of NA62. The MC scale-factor applied to the field is therefore

made in factors of fFF . Figure 4.15 shows the differences between the two maps at

the boundary post-scaling. While the agreement improves and residual difference

in BY more symmetric, a smooth transition across the entire face is impossible with
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Figure 4.14: The fringe field scale-factor fine-scan plotted against the residual mean of the
MNP33/Fringe field. The ideal scale-fraction is situated at zero on the X-axis

Figure 4.15: Difference in fringe field and MNP33 maps at the cross-over boundary for left, BX and
right, BY after scaling by Equation 4.6. The difference is now more symmetrical, but is not smooth
or exact.
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only a re-scaling. In order to avoid field discontinuities at the boundary, a buffer

region was introduced to slowly interpolate between the maps. The region is imple-

mented in the following fashion,

• Define the start of the buffer region ZB = 192.683 m, 0.4 m before the MNP33

map begins. This is motivated by the typical gap between measurements planes

in the grey-tube region.

• The field evaluated at Z ď ZB uses the standard fringe field map.

• In the region ZB < Z < ZMNP33, the field values are interpolated linearly between

the fringe field map at ZB and the MNP33 map at ZMNP33.

• The field evaluated at Z ą ZMNP33 uses the standard MNP33 field map.

The justification for the buffer region is contained in Figure 4.16, using the (˘20

cm, ˘20 cm) grid positions that are common to both the vacuum tube and MNP33

measurement approaches. The disagreement between the fringe field and MNP33

raw measurements can be seen most clearly forBX where the magnitudes are small.

If a buffer region was not used, the field would be discontinuous at the boundary.

To understand the impact of the buffer region on the field integral, the calculation

must be modified slightly. As the MNP33 map starts at 193.083 m, the final grey-

tube measurement plane at 193.383 m is bypassed and is transferred to the MNP33

field integral instead, leading to a 25% decrease overall for central BY values. The

scaling of the measurements and map by fFF also decreases the overall field-integral

by 10%. Table 4.2 compares the raw measurement integral to the field map integrals

with and without the buffer zone for central grid position (0 cm, 0 cm). The level of

Table 4.2: Comparing the raw and field map integrals for central grid position (0 cm, 0 cm) for the
final fringe-field map.

Integral Type
ş

BX ¨ dZ [µTm]
ş

BY ¨ dZ [µTm]
Raw Measurements 181 3676
Field Map 182 3691
Field Map (Buffer) 184 3695

difference between the field map integral with and without the buffer zone is similar

for all grid positions, with the buffer case 2(3) µTm larger for BXpBY q on average.

86



(a) BX (-20 cm, 20 cm) (b) BY (-20 cm, 20 cm)

(c) BX (20 cm, 20 cm) (d) BY (20 cm, 20 cm)

(e) BX (-20 cm, -20 cm) (f) BY (-20 cm, -20 cm)

(g) BX (20 cm, -20 cm) (h) BY (20 cm, -20 cm)

Figure 4.16: Displaying the buffer region by comparing both fringe field and MNP33 maps to the
raw measurements for four grid positions. The left column containsBX and rightBY . The red line is
the buffered fringe field map, including blue-line which is the version without the buffer. The black
line is the MNP33 map, whilst the black points are the raw MNP33 measurements. The agreement
with the raw data is excellent after scaling by fFF for all fringe field cases. The buffer region is most
clearly seen for the low magnitude BX fields, where the boundary would be discontinuous if using
the blue-line.
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4.3.4 Fringe field downstream of MNP33

The fringe field data set was only produced upstream of the MNP33, relying on the

observation that the field is highly symmetric around the centre of the magnet in the

Z-axis. In addition, it was not technically possible to install the measurement grid

downstream after the magnet had been commissioned. Therefore, the fringe field

map had to be reflected about the centre of the MNP33 magnet at Zm = 196.995 m

and matched to the MNP33 field. The only real difference for the downstream fringe

field is the introduction of a final buffer-zone at Z= 210.679 m to slowly reduce the

field components to zero over 1.4 m. The choice of zero instead of the earth field, for

example, is entirely arbitrary and the difference between choosing either approach

to the magnitude of the downstream field integral is « 5 µTm, less than 1% of the

downstream fringe-field for both BX and BY .

4.4 Overall Performance

4.4.1 Fringe field systematics

To estimate the systematic errors of the field map, we can first consider the measure-

ment errors provided by the authors of Ref. [67]. Here, the systematics are calculated

for measurement and sampling errors, where they note that the largest systematic

uncertainty for the fringe field is due to the mixing of the BY component of the

field into BX via sensor miscalibration. By considering all sources for the important

transverse components only, the total data measurement systematic is given as

σData
IBX

“ 120 µTm, (4.7)

σData
IBY

“ 40 µTm. (4.8)

For the simulated map developed here, the contribution to the field integrals due

to the difference between the field map and the measured data must be considered.

This is estimated by computing the difference between the raw measurements and

the field map evaluation for each Z-plane, with a single value per grid position.

Figure 4.17 displays the mean deviation for BX and BY in the fringe field region, ex-
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tracted by fitting the residual for each plane with a log-likelihood Gaussian fit and

noting that the data values were scaled by fFF to account for the overall disagree-

ment between the fringe field and MNP33 maps.

Figure 4.17: The average field deviation between the final field map and the measurements at each
Z-plane. The larger magnitude of BY on average leads to larger deviations overall.

The total error in the field map components is estimated as the sum in quadrature

of each plane deviation, ignoring the final fringe field measurement plane at 193.331

m which was not used in the map. This leads to the overall field systematic for the

fringe map,

σFF
BX
“ 30 µT, (4.9)

σFF
BY
“ 83 µT, (4.10)

To translate these errors into an overall field integral systematic, the following method

was adopted:

• Create a modified field evaluation: sum the average field deviation and the

field-map evaluation for all grid-positions at each Z-plane (extracted from Fig-

ure 4.17).

• In order estimate the systematic using a trapezium rule integration, define the

following interval:

Iinterval “

ˆ

BPs `BPe

2

˙

∆Zse . (4.11)

Here BPs,e is the evaluated field for the start and end planes of the interval
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and ∆Zse is the distance in Z between the two interval planes. For fourteen

grey-tube planes, there are thirteen intervals that must be computed in order to

calculate the total field integral.

• Evaluate the difference in the interval integral for the modified and standard

fields. The systematic error is the sum in quadrature of this difference for all

thirteen intervals.

The overall error is multiplied by a factor of two as the fringe field has an upstream

and downstream component,

σFF
IBX

“ 16 µTm, (4.12)

σFF
IBY

“ 70 µTm. (4.13)

As a sanity check, the difference between the raw field and field map integrals were

instead estimated for each grid-position for the whole grey-tube. The result is dis-

played for both BX and BY in Figure 4.18. The average field integral deviation

(a) BX (b) BY

Figure 4.18: Difference between raw field and fringe map integral for the full grey-tube at each mea-
surement position. A cross-check for the systematic calculation can be used by taking the average
deviation across the surface for both BX and BY .

across the surfaces is in agreement with the artificial modification approach, with

the raw measurement being slightly lower on average in both cases at « -8 µTm for

BX and « -35 µTm for BY . The systematics for the field map are different in nature

to the measurement systematics where σBX is larger than σBY . The BY systematic
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is dominated by the large deviation at plane 192.743 m, but this region sits inside

the buffer region and so the agreement depends on accuracy of the MNP33 field

map. Combining the errors in quadrature with the remainder of the decay-region

systematics leads to only a small modification to Equations 4.7 and 4.8,

σFF´Total
IBX

“ 121 µTm, (4.14)

σFF´Total
IBY

“ 81 µTm, (4.15)

remaining well within the performance requirements of 3 ă 10´4 Tm.

4.4.2 Contribution to field integral

The final field integrals for BX and BY are displayed in Figure 4.19, containing both

fringe field and MNP33 maps in pX, Y q space. The fringe field is typically con-

tributes less than 1% of the full field integral for both BX and BY components. The

fringe field integrals for (0 cm, 0 cm) are,

IBX “

ż

BX ¨ dZ “ p368˘ 121q µTm, (4.16)

IBY “

ż

BY ¨ dZ “ p7390˘ 81q µTm, (4.17)

which is roughly the average value across pX, Y q for BX and close to the maximal

contribution for BY . The BX field is fairly asymmetric, contributing negatively in

the (+,+) corner and positively in the (+,-) and (+,-) regions, with (-,-) close to the

average value. The BY field is much less varied and changes by only «10% across

the full pX, Y q space.

91



Figure 4.19: The total field integrals in Tm for the fringe (top row) and MNP33 (bottom row) field
maps. BX is contained in the first column and BY the second, with the upstream and downstream
fringe fields summed together.
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5
Development of a spectrometer

calibration procedure

In this chapter, the development of a spectrometer momentum calibration proce-

dure is presented. The correction model is explained, and the implementation of

an algorithm is provided after a data-driven tuning strategy. Additionally, the time-

dependence of the calibration parameters is interpreted in both 2016 and 2017 NA62

data, including the effect of the correction on the reconstructed kaon mass. Finally,

the performance is verified further, using simulated samples after deliberate alter-

ation of NA62MC and NA62Reconstruction to mimic the effects that the procedure

is designed to correct for.

5.1 Motivation

For the measurement of the ultra-rare K` Ñ π`νν̄ decay, the most fundamentally

important sub-detector system is the spectrometer. As described in Section 3.1, the

K` Ñ π`νν̄ analysis relies on kinematic background rejection, using the missing-

mass signatures of the main K` decay modes; a systematically wrong momentum

determination can result in decay misidentification, diminishing the precision of

the analysis. The same is true for other analyses, such as the K` Ñ π`µ`µ´ decay

(Chapter 8) where both the mean value and resolution of the invariant mass defines

the Signal Region (SR).
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There are two aspects to consider for ensuring high track quality:

• a high performance track reconstruction, including spacial alignment.

• a complete and accurate description of the magnetic fields in the decay volume

and spectrometer.

The latter case of these criteria is described in great detail in Chapter 4, whilst the

former is beyond the scope of this thesis. The purpose of this chapter is, however, to

describe the development of an analysis tool which improves the determination of

track momentum without any prior knowledge of field accuracy or reconstruction

performance. A tool is required that uses a data-driven method to correct for any

residual miscalibrations in the tracking system, regardless of their origin or magni-

tude.

Section 5.2 contains the correction model used, including a prediction of the cali-

bration constants, whilst Section 5.3 and 5.4 describe the procedure developed to

accurately extract the constants from data. Finally, the performance of the calibra-

tion is measured for both 2016 and 2017 data sets and verified further using MC

samples in Section 5.5.

5.2 Correction Model

The adopted momentum correction model was implemented previously for NA48/2

data analysis [72]. The tracking system was similar, with four spectrometer drift

chambers interspaced by the same MNP33 magnet in operation at NA62, but with a

smaller field integral [73]. The model is simple, as displayed in Equation 5.1,

Pnom “ Pobsp1` βqp1` αqPobsq, (5.1)

where Pnom is the nominal (corrected) momenta, Pobs is the reconstructed momenta

and q is sign of the track charge [74]. Here, parameters α and β are calibration

constants used to address either field miscalibration or spectrometer misalignment,

with the definition (or derivation) of each provided in this section. Whilst the model

itself is over-simplified, the possibility of using a more complicated approach is lim-

94



ited by the requirements of the data-processing; the model must be simple, make

sense physically and use only a small amount of CPU time for each event.

5.2.1 The α parameter

The α parameter, in principle, can correct for any residual spectrometer chamber

misalignment. The effect of a chamber misalignment can be understood using the

example provided by Figure 5.1. Here, it is assumed that only the final spectrometer

chamber is offset in the X-direction by some unknown size ∆X .

Figure 5.1: A diagram to estimate the size of calibration parameter α, by considering a shift ∆X of
the final spectrometer chamber in the X-direction relative to the nominal position; ’M’ is the MNP33
magnet.

In Figure 5.1, the observed track with momentum Pobs is deviated from the true-track

with momentum Pnom because of the ∆X misalignment, where Pnom “ Pobs ` ∆P .

The misalignment also leads to a small deviation in the angle θ, which can be used

to estimate ∆P based on,

θ “
PT
Pobs

“
X

Z
. (5.2)

where PT is the transverse kick of the MNP33 magnet equal to 270 MeV/c, X is the

transverse distance from the origin O and Z is the longitudinal distance between
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the magnet centre and chamber four. Using a Taylor expansion for Equation 5.2, the

expression for ∆θ follows naturally,

∆θ “ ´
PT∆P

P 2
obs

“
∆X

Z
. (5.3)

Finally, rearranging the second half of Equation 5.3 for ∆P leads to the definition of

α,

∆P “ ´

ˆ

∆X

ZPT

˙

P 2
obs “ αP 2

obs. (5.4)

This is the origin of the α dependent term in the correction model as Pnom “ Pobs `

∆P “ Pobsp1 ` αqPobsq, with q used to handle the sign of the track charge. For

example, a misalignment of ∆X = 1 mm corresponds to a prediction of,

α “
∆X

PTZ
«

1 mm

5.7ˆ 106 MeVc´1mm
« 1.8ˆ 10´7 MeV{c´1. (5.5)

In principle, the real origin of the magnitude of α is far more complicated, but

the spectrometer reconstruction has built in spatial alignment for both individual

STRAW tubes and chambers [75]. Therefore, we expect to observe values of α far

smaller than the prediction in Equation 5.5, as the alignment is typically better than

100 µm. Additionally, as α is in units of momentum, the effect of the calibration

results in a shape change in the momentum spectra.

5.2.2 The β parameter

The calibration parameter β is designed to correct for any miscalibration of the total

magnetic field integral. As seen in Chapter 4, the precision of the field integral is

directly related to the track momentum. Therefore, β is defined as,

β “
∆B

B
“

∆P

P
« 10´3, (5.6)

where the expected size of β is the maximum permitted systematic uncertainty in

the total MNP33 field integral provided by Ref. [67]. Unlike the ’shape-changing’

α, β is unitless and not dependent on the track charge, expected to alter only the

magnitude of momenta.
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5.3 Calibration Procedure

5.3.1 ExploitingK3π decays

In order to obtain the calibration parameters pα, βq, a data driven approach is es-

sential. The clear experimental signature of the three-track decay K` Ñ π`π`π´

pK3πq is a perfect channel for multiple reasons; the decay is not only abundant, but

also contains three observable tracks. As the pion four-vectors are directly acces-

sible, the kaon invariant mass can be calculated accurately. Therefore, the calibra-

tion procedure can exploit K3π to find pα, βq parameters which tune the momentum

such that the K3π invariant mass closely matches the PDG combined fit value of

MK` “ 493.677 MeV/c2, a value that has been measured extensively in numerous

experiments [55].

The selection used to collect K3π candidates is implemented into NA62FW as the

general analyzer K3piSelection [66]. The analyzer is used by multiple analysis

tools to perform several tasks, such as,

• Calculation of the beam-parameters (Momentum, slope, position).

• Calculation of kaon flux and number protons on target (POT).

• Determination of efficiencies for three-track trigger topologies.

In order to remain consistent with the beam-parameters calculation, the standard

selection was adopted, which requires at least one good three-track vertex consis-

tent with the K3π hypothesis of the kaon mass. Vertices are reconstructed using a

five-dimensional fit based on track parameters (slopes, positions and momentum)

at the first STRAW chamber. The fit corrects for residual magnetic fields (using a

Kalman filter) and multiple scattering [66] [76]. The K3π selection is provided be-

low, requiring exactly one good three-track vertex built in the event, defined as:

• The vertex charge is Q = +1.

• The vertex fit χ2 is less than 25.

• The vertex longitudinal position (Z-Vertex) within (102; 180) m
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• The vertex total momentum (P -Vertex) within (72; 78) GeV/c.

For the tracks in the three-track vertex:

• Within the geometric acceptance of the four STRAW chambers and NewCHOD.

• At least one or more tracks with a geometrically associated CHOD candidate,

which has excellent timing precision. Up to three candidates are used to build a

vertex time (one per track). The vertex time must be within 10 ns of the trigger

time responsible for collecting the event.

Finally, the invariant mass of the three tracks in the K3π hypothesis lies in the range

of M3π ´MK` “ p490; 497qMeV/c2.

Additionally, the tool will only read data that has been pre-selected to contain three-

track decays. Using the FilterRestrictedThreeTrackVertex tool, the time

taken to read the any data sample can be dramatically reduced by building a more

compacted data set containing only suitable decays [66]. The filter reduces the raw

data size by a factor of «30, and applies a looser version of all vertex related cuts

above [77]. Figure 5.2 displays the K3π invariant mass spectra for the full 2016A

filtered data set, compared to signal MC. For this data set, the mean invariant mass

Figure 5.2: Left: The K3π invariant mass spectrum for the full 2016 Period A data set, with the SR
denoted by the arrows. Right: The data/MC ratio, with flat line fit in the SR.

is 493.807 MeV/c2 with resolution σM “ 0.870 MeV/c2. In principle, the application

of a suitable pα,βq correction will improve the«0.2 MeV/c2 discrepancy between the

data and nominal value. In general, the data/MC agreement is reasonable within
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the SR, whereas the mass side-bands suffer due to the lack of coincidental kaon

decays in the MC. Agreement in this region can be improved with a more stringent

three-track selection (see Chapter 6).

5.4 Calibration algorithm

To determine calibration constants pα, βq, a suitable algorithm is required. The na-

ture of the task leads to two logical stages:

Stage A: The event level, "DATA MODE"

1. Collect K3π candidates by calling K3piSelection .

2. Calculate the pion four-vectors for nα ˆ nβ trial values of pα, βq.

3. Reconstruct the kaon mass at each trial, saving the results in histograms in nPπ´
bins of the negative pion momentum Pπ´ .

Stage B: The end of run level, "HISTOGRAM MODE"

1. Process a large number of events via Stage A.

2. Fit the invariant mass distribution for each trial pα, β, Pπ´q with a Gaussian

curve and extract the fit parameters.

3. Build a test-statistic χ2 described in Equation 5.7 and create a pα, βq vs. χ2 dis-

tribution from the parameter scan.

4. Fit the distribution using a two-dimensional polynomial, extracting the ideal

calibration constants at the coordinates of the minima of the fit.

For an NA62Analysis analyzer, Stage A will be run first with the reconstructed data

to obtain the result of the scanning procedure in the form of histograms. Stage B

will then use the histogram output to perform the calibration calculation. Stage B

can process the histogram-output from events collected from a burst, or more ordi-

narily, a data-taking run (typically 103 bursts).
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As an alternative to saving « 106 histograms from Stage A, the information is con-

densed into a single 2D histogram, with a Y -axis corresponding to three-dimensional

index for each (α, β, Pπ´q trial and the X-axis as the invariant mass of the K3π candi-

dates. Table 5.1 contains the chosen configuration for the scan in the calibration pa-

rameters. The scan range is slightly larger than the predictions made Sections 5.2.1

and 5.2.2 and the binning is different in each dimension due to the varied sensitivi-

ties of the parameters (See Figure 5.4). The number of histograms needed ordinarily

Table 5.1: Details of the scan configuration for the pα, β, Pπ´q computation, motivated by the estima-
tion in Sections 5.2.1 and 5.2.2

Parameter Range Step Size Number of Bins
α [MeV/c]´1 ˘ 2ˆ 10´7 4ˆ 10´9 101

β ˘ 6ˆ 10´3 2ˆ 10´4 61
Pπ´ [GeV] 10, 45 2 18

isNH “ nαˆnβˆnPπ´ “ 110898, which instead denotes the number of bins needed in

the Y -dimension. The histogram is filled in a three-dimensional loop over the scan

parameters, where Figure 5.3 displays an example of the output from each stage of

the algorithm. Due to the vast size of the scan histogram, a reduced range is shown

Figure 5.3: Left: A reduced-range example of the histogram output from Stage A for Run 6610; black
lines denote the invariant mass distributions vs momentum for pα, βq “ p0, 0q. Right: Comparing the
invariant mass vs. momentum distributions for pα, βq “ p0, 0q compared to nominal.

for only pα “ 0, β, Pπ´q, containing NH{nα “ 1098 bins. The black-lines denote a

region with nPπ´ bins where pα, βq “ p0, 0q as an example. Stage B is initiated by
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extracting and fitting each Pπ´ slice with a Gaussian, used to create a mass versus

momentum graph for each pα, βq trial, displayed in the right-hand plot in Figure 5.3.

This leads to the creation of nα ˆ nβ “ 6161 graphs in total, where each is used to

build a χ2 test-statistic, defined as,

χ2
“

nP
π´
ÿ

i“1

pM3π,i ´M
PDG
K` q2

pσ3π,iq
2

, (5.7)

where M3π,i is the fitted invariant mass and σ3π,i is the uncertainty at momentum

bin i for some trial pα, βq. In principle, the calibration parameters which correct the

raw distribution to the nominal case (denoted by the dashed red line) will minimise

the statistic. As α is momentum dependent, it is expected to distort the shape of the

distribution and β to control the overall scale. To obtain the constants, the creation

of an pα, βq against χ2 distribution can be used to find the minima, by fitting with a

two-dimensional polynomial with cross-term (in case of parameter correlation),

χ2
pα, βq “ p0 ` p1λα ` p2β ` p3λ

2α2
` p5β

2
` p6λαβ. (5.8)

Here, p1;6 are fitting constants and λ « pβ{αqest “ 104 is a scale factor based on the

estimates of the pα, βq parameters from Section 5.2. It is used for alpha terms so that

each component of Equation 5.8 is the same order of magnitude; this allows the fit to

converge to sensible answers first time without any prior configuration. Figure 5.4

displays the χ2 distribution for an arbitrary run in 2016. The χ2 distribution has

been normalised by the number of degrees of freedom (NDF) at each pα, βq bin; as

the NDF is flat, the effect only changes the rate of increase of the Z-axis and not the

position of the minima. The change in χ2/NDF is more drastic in the β-dimension

than in α, motivating the choice of the different number of step sizes in each axis.

The right-hand plot is the effect of several pα, βq parameters on the mass against mo-

mentum distribution, including the found minimal case. The best result shifts the

spectrum toward the nominal kaon mass at the most populated region of the plot

(between 20-35 GeV), but with a notable change in shape. It is also clear from the

(α, βq = p0, βminq distribution that a trivial β correction could have just been applied

instead of a two-dimensional approach. However, by additionally obtaining α con-
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Figure 5.4: Left: pα, βq vs. χ2{NDF distribution, with polynomial minima is denoted by the star.
Right: the resulting mass vs. momentum distributions from the correction with several examples for
comparison, such as the minimum ˘ a step in α.

stants, we can both fine-tune the momentum determination and also obtain some

knowledge of the chamber misalignment for each run. The distributions which are

the pαmin ˘ αstep, βminq show that α only slightly modifies the standard distribution;

it is clear that there is no solution with this simple model that can shift the blue

line to the nominal kaon mass without a shape distortion. Notably, the distribution

which is just to set (α, βq = p0, βminq also results in a shape change; β does not just

scale the distribution, but also affects the shape.

5.4.1 Tuning the fit

The description previously focused on building an algorithm to determine calibra-

tion constants. In order to guarantee the effectiveness of the algorithm, the fitting

performance at each stage requires special attention. The top-down view of Fig-

ure 5.4 provides only limited information; for a more complete picture, Figure 5.5

contains one-dimension projections to show the agreement side on. As the (α, β) fit

is performed with the weights in each bin set to unity (as statistical bin errors are

meaningless for the test-statistic), the case of an unconstrained fit is dominated by

the large χ2/NDF bins. The minimum is approximately in the correct place, but the

shape is not well described. This can be improved either by cutting bins of large

magnitude or reducing the fit to within a smaller range around the minimum bin.
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Figure 5.5: One-dimensional projections of the fit with left: α and right: β. The black line denotes
the standard fit, whereas the orange and magenta lines show where (a) χ2 bins larger than the 50 ˆ

χ2
min have been removed and (b) the fit was reduced in range to ˘ 10(5) αpβq scan steps around the

minimum bin.

This results in a drastic improvement to the shape agreement, summarised in Ta-

ble 5.2, where the errors assigned to (α, β) are computed by finding where the χ2

distribution increases by 2.3 from χ2
min [78]. The standard approach returns pα, βq

Table 5.2: Summary of the (α, β) results for several tuned χ2/NDF fits. Without some constraint on
the minima, the standard approach returns an answer deviated from the tuned cases by more than
1σ for both parameters.

Method α [MeV/c´1] (10´8) β (10´3) pα, βq fit χ2/NDF [103]
Standard (No constraint) 0.50 ˘ 0.03 -1.26 ˘ 0.01 2999.5

Cut χ2 ą 50ˆχ2
min 0.56 ˘ 0.03 -1.28 ˘ 0.01 0.3

Reduced Fit Range 0.56 ˘ 0.03 -1.28 ˘ 0.01 0.1

which are deviated by «2σ from the fits which performed well. For this reason, the

χ2 cut approach was adopted as it is automatically tuned to the minimum of the

distribution. In addition to the final-stage fitting improvements, the mass spectra

used to build the components of the test-statistic require additional scrutiny. By fit-

ting the invariant mass spectra at each momentum bin, the χ2/NDF distribution is

highly dependent on the mass fit quality. During the invariant-mass building Stage

A, improvements could be considered:

• Requesting trigger information to remove events which intrinsically distort the

spectrum.
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• Include cuts to remove beam-related background.

• Increase the granularity of the pα, βq scan.

An example of a distortion would be from the dimuon trigger line which requires

two MUV3 candidates in the final state. ForK3π to fire such a condition requires two

secondary pion decays, which if occurring in the spectrometer volume would affect

the invariant mass. Cuts to remove beam-related background would improve the

tails in Figure 5.2 by increasing the purity of the sample. However, both approaches

would deviate from K3piSelection . The final point, which is to increase the

scan granularity is also undesirable as it will increase both the CPU time required

and the memory size of the output files that are stored during reprocessing.

Regardless, the actual Gaussian mass fits are free to be tuned appropriately. In the

default case, the centre of the maximum bin bcmax is found for each mass spectra and

used to define a fit range based on the mass resolution σM ,

pbcmax ˘ nσMq (5.9)

where n is an integer between (1; 5) and rounded σM “ 0.90 MeV/c2. Table 5.3

displays the response of both the mass and pα, βq fits with n. For n “ 1, only

Table 5.3: Comparing the goodness of fit versus the size of the mass-range in the Gaussian fit. This
is limited to n “ 4 by the size of the mass-window in the selection.

n Gaussian fit χ2{ndf pα, βq fit χ2{ndf p103q α[MeV/c´1] (10´8) β(10´3)
1 1.3 3.4 0.41 ˘ 0.05 -1.20 ˘ 0.01
2 112.5 8.3 0.50 ˘ 0.03 -1.28 ˘ 0.01
3 356.4 1.3 0.55 ˘ 0.03 -1.28 ˘ 0.00
4 529.3 0.2 0.56 ˘ 0.03 -1.28 ˘ 0.00

the core of the distribution is fitted, whilst n “ 4 accounts for the full selection

window. As the mass fit extends in range and the goodness of fit worsens, the (α, β)

fit improves and the parameters stabilise. This can be seen in Figure 5.6. The shape

of the (α, βq vs. χ2{NDF becomes less fluctuated as the tails of the distribution enter

into the mass fit. As we rely purely on a good calibration result, n “ 4 is the optimal

solution.
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Figure 5.6: Response of the fit shown in one-dimension for α with a mass-window where left: n “ 1,
centre: n “ 2, and right: n “ 4. The first case has a less stable shape in the distribution and over-
estimates the minimum, whereas the centre case underestimates. By n “ 4, the minima is adequately
described.

5.5 Results

The analyzer AlphaBetaComputation was implemented into NA62 Frame-

work (NA62FW), designed to be used at the initial stage of the data processing [66].

In ideal operation, the computation is used in two stages to mirror Stage A and B

described previously. The analyzer is used directly after the event filtering stage to

produce the scanning histograms, and then again (on the output of the first stage)

to find the optimal pα, βq parameters. As the reprocessing is performed run-by-run,

the calibration parameters are determined and subsequently used in all standard

analysis tools during the later stages of reprocessing. In this section, the results of

the computation are presented for both the 2016A and 2017A data sets. In addition

to the final parameters, the effect of the correction to the measured kaon mass is

provided. Finally, a study exploring the response of the calibration for deliberately

miscalibrated MC is presented to understand the effectiveness of the tool.

5.5.1 In 2016

The 2016A data set corresponds to the sample recorded after the full commission-

ing of the NA62 detector between September and November 2016 (see Section 6.2).

The full sample is equivalent to 169 runs (« 8ˆ104 SPS bursts) which successfully

passed the full reconstruction and data-reprocessing procedure. For each run, a

set of calibration constants were determined. Figure 5.7 displays that for the lat-
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Figure 5.7: Time-dependence of α in 2016A. The blue dots correspond to the chosen fit technique.

Figure 5.8: Time-dependence of β in 2016A. The blue dots correspond to the chosen fit technique.

ter stages of 2016, α was stable at « 5 ˆ 10´9 MeV/c´1 after transitioning from

« ´5ˆ10´9 MeV/c´1 early part of the run. Using the conversion from Equation 5.5,

this corresponds to «10 µm in misalignment. A possible reason for the transition

could be temperature related. For example, the ∆α in 2016 is equivalent to « 10´8

MeV/c´1 which corresponds to a 57 µm change in the misalignment. For a metre

long polyethylene STRAW tube, the temperature change required to achieve such

an expansion is of the Op10 K), which is entirely feasible in a high-radiation envi-

ronment.

The parameter β shown in Figure 5.8 is even more stable at « ´1.35 ˆ 10´3, only

becoming slightly smaller over time. The only significant feature can be found at

the end of 2016, where β jumps by « 0.5 ˆ 10´3. The jump is understood to be a

residual effect of the MNP33 magnet being deactivated so that a series of non-K`
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runs could be measured for the exotic programme. The final three runs correspond

to the return of the standard K` beam operation. The only difference between the

constrained and unconstrained fit approaches appears to be a systematic shift by

less than a step-size of the scan for both (α, β) parameters, which was observed

previously in Table 5.2.

Figure 5.9: Correlation between pα, βq parameters in 2016A for Left: no fit constraint, Centre: with a
χ2{NDF cut and Right: the reduced fit range. R is the correlation factor i.e Pearson’s regression.

Additionally, Figure 5.9 contains the regression R between the calibration parame-

ters in 2016A for the three fit approaches. Each method is consistent, suggesting that

both parameters are moderately correlated, yielding R « 0.6. However, the stable

conditions do not yield dramatic changes in the parameters. For example, the three

largely deviated points correspond to the final three runs where β was expected to

change. Finally, the effect of the correction on the K3π mass is presented in Fig-

ure 5.10. While the mass resolution remains the same after the correction (σM « 0.86

Figure 5.10: Comparison of the time-dependence of the K3π mass post (α, β) corrections in 2016A.
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MeV/c2), the invariant mass displays a large improvement, having shifted the in-

variant mass by -0.14 MeV/c2 to leave the systematic discrepancy between M3π and

MK` at «+6 KeV/c2. In addition, the corrected values remain remarkably stable

over the full period, providing evidence that the computation is extremely consis-

tent regardless of the starting values.

5.5.2 In 2017

The 2017A data set corresponds to the sample recorded between September and

October 2017 (see Section 6.2). The full sample corresponds to 79 runs (8ˆ 104 SPS

bursts) and is a similar size to 2016A. Again, a set of calibration constants were ex-

tracted for each run. Figure 5.11 displays that α was an order of magnitude larger

Figure 5.11: Time-dependence of α in 2017A. The blue dots correspond to the chosen fit technique.

Figure 5.12: Time-dependence of β in 2017A. The blue dots correspond to the chosen fit technique.

in 2017, suggesting misalignment of the order «100 µm. In general, α is stable ex-
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Figure 5.13: Correlation between pα, βq parameters in 2017A for Left: no fit constraint, Centre: with
a χ2{NDF cut and Right: the reduced fit range. R is the correlation factor i.e Pearson’s regression.

cept from the start and end of the run-period, with some ’spikes’ at certain runs in

between. In Figure 5.11, the parameter β is perhaps more interesting due to frequent

MNP33 magnet trips that were a notable feature during the data-taking process. The

issues are reflected by +15% change in β between Runs (8220; 8270), before return-

ing to values similar with those from before the start of the issues. The peak β value

occurs after the MNP33 was turned off altogether, which was seen similarly in 2016.

As seen previously, constraining the fit systematically shifts the parameters found

by the computation by a fixed value within a step-size of (α, β).

Again, both α and β were plotted in order to determine the regression. Unlike 2016,

the typical regressionR “ 0.28 suggests that the parameters are even less correlated.

This suggests that the magnet miscalibration only dramatically affects β and not α,

as the points where the MNP33 is known to have tripped resides in a similar area

of the plot to the 2016 cases where the MNP33 had changed current. As «20% the

data experienced this issue, it is likely the R is smaller as a result as the magnetic

field changes are not reflected in α. Like 2016, the effect of the correction on the K3π

is presented in Figure 5.14. In general, the invariant mass before correction is differ-

ent in 2017 compared to 2016. Table 5.4 contains the main differences between the

two samples and the magnitude of the corrections. As in 2016, the mass resolution

Table 5.4: Comparing the result of the correction for 2016A and 2017A. The values are in MeV/c2

Data set M3π Initial M3π post-correction ∆M3π Difference from Nominal σM
2016A 493.825 493.683 -0.142 +0.006 0.860
2017A 493.522 493.696 +0.174 +0.018 0.881

109



Figure 5.14: Comparison of the time-dependence of the K3π mass post (α, β) corrections in 2017A.

remains the same post correction (at σM « 0.88 MeV/c2), with the invariant mass

displaying a large improvement, shifting on average by +0.174 MeV/c2 to leave the

systematic discrepancy between the M3π and MK` at «+18 KeV/c2 for 2017A. The

difference here is « 10 KeV/c2 larger than for 2016, but the result of the procedure

is highly dependent on the initial data-taking conditions. For example, the pα, βq

correction to the momentum re-aligns the invariant mass in different directions for

the two data sets, suggesting that the response in the spectrometer is fundamentally

different in 2017 than it was in 2016.

5.5.3 Simulation

In addition to producing pα, βq constants in data, the tool can be applied to sig-

nal MC. This can provide verification that the computation behaves as expected;

NA62MC and NA62Reco can be modified to apply the effects that the tool is de-

signed to correct for. For example,

• In NA62Reco, deliberately misalign a spectrometer chamber by shifting the

alignment constants to find a response in α.

• In NA62MC, change the field scale factorMsf “ B{Bnom of the MNP33 to study

the response in β.

To understand the response of the computation, 105 signal MC K3π were generated,

corresponding to « 104 Monte Carlo (MC) candidates post-selection.
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5.5.3.1 Misalignment in the spectrometer

For this study, the spectrometer reconstruction was modified to include the align-

ment procedure. In standard operation, the alignment is only performed for real

data where the positions of the spectrometer chambers may not be nominal. By

allowing the simulation to use the alignment, systematic chambers shifts can be ap-

plied. The alignment is performed by offsetting the four pU, V,X, Y q coordinates

of each STRAW chamber with constants determined using a muon run, where the

hit positions of the STRAW were very accurately known. By allowing the simula-

tion to use the alignment procedure, a shift can be applied in any direction by sim-

ply changing the alignment file. Only the X-dimension of the fourth chamber was

misaligned in order to compare with the simplistic case outlined in Section 5.2.1.

Figure 5.15 displays the change in the α result when shifting away from nominal

alignment values.

Figure 5.15: Response in α after the deliberate misalignment of spectrometer chamber 4. TheX´axis
is the shift from the nominal constant. The orange line depicts the simplistic expectation.

The effect is large and strongly linear for α, where a 1 mm misalignment almost

covers the full α scan range. Clearly the response, whilst slightly different from the

simplistic expectation, shows the a linear trend as expected for the computation to

correct for the effect.
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Figure 5.16: Response inβ after the re-scaling of the MNP33 magnet. The X´axis is the ratio of the
field to the nominal value.The orange line depicts the simplistic expectation.

5.5.3.2 Scaling the MNP33 field

In the case of β, alternative sets of MC samples were generated for several Msf

values between (0.996; 1.006) and reconstructed with the default chamber alignment

constants. Figure 5.16 displays the change in the β for each of these samples.With

respect to first test, magnetic field scaling is the more simple of the two mechanisms;

as track momenta relies on the measurement of the precise kick of the MNP33 field,

the relationship between the field and β is linear, precisely what is demonstrated.

Again, the algorithm handles the discrepancy of a miscalibration in the field integral

in the appropriate manner. Additionally, this reinforces what is seen in 2017A for

runs with particular magnetic field problems; a significant change in β.

5.5.4 Monitoring

So that the data processing experts at NA62 can monitor the spectrometer-calibration

performance, a set of histograms were produced in the form of a post-processing

graphical report, created at the end of Stage B for each run. Figure 5.17 displays

a typical post-processing graphical report, using an arbitrary run in 2016. The top

left-hand corner is the print-out information of the Run number, pα ˘ σα, β ˘ σβq

and the goodness of fit χ2/NDF. The remaining two plots on the top column are
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Figure 5.17: Data-processing graphical report from 2016 Run 6610.

the standard pα, βq vs. χ2/NDF plot, along with a version which is focused on a

few bins around the minimum. This row is intended to provide immediate infor-

mation about the fit minima. The central graph is the invariant mass plotted against

the negative pion momentum for before and after the correction, including a few

interesting cases. The blue and red plots to the right of the canvas, as displayed pre-

viously in this thesis, are the one-dimensional projections of the fit, used to check

for clear disagreement between the fit and the data. The final plots at the bottom

are used to check the stability during a run. Typically, the runs are split into smaller

groups of bursts to be submitted as parallel jobs on the lxplus batch service. As ex-

plained in Section 5.4, the Stage B can also determine constants for a group of bursts.

The results of each smaller job enter directly into this plot to show the change in the
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parameters during the run. Naturally, as the statistics are smaller in each job, the

precision is worse than for the overall run which leads to larger errors for bursts.

Regardless, the stability can be useful especially for runs with interesting features,

such as a magnet trip, as β will ramp up or down. In the past, the computation aided

understanding of runs which were missing the spectrometer alignment constants in

reconstruction, observable via a large shift in α.
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6
Event selection

In this chapter, the development of a selection for the rare K` Ñ π`µ`µ´ (Kπµµ)

decay is presented. As described in Chapter 2, the current largest sample of Kπµµ

decays (Nπµµ “ 3120) was collected by the NA48/2 experiment between 2003 and

2004. However, the sample is contaminated to the level of p3.3 ˘ 0.7q% due to the

tails of the irreducible K3π background [48]. Using data recorded in 2016 by the new

NA62 detector, the selection developed below is used to collect a sample of decays

where the background contribution is suppressed to a negligible level. In addition

to the signal, a selection to collect a sample of normalisation K` Ñ π`π`π´ (K3π)

decays is described, developed by extracting the relevant criteria of the final Kπµµ

selection. This is to maximise the symmetry between the two samples. As presented

in the later chapters, the sample of decays collected here is used to reconstruct the

dΓ{dz spectrum which is utilised to extract the model-independent branching frac-

tion and form factor LECs.

6.1 Strategy

The main motivation to collect a background-free sample of Kπµµ decays is the sup-

pression of the associated systematics effects. In this analysis, the spectrum of the

kinematic variable zµµ = pMπµµ{MK`q
2 is used to extract both the branching fraction

and the LECs of the form factor. If a large background component is present in the

sample and corresponds to a spectrum that is difficult to predict, the associated sys-
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tematic effects will be hard to estimate accurately and will subsequently reduce the

precision of the analysis. At NA62, the experimental setup offers the possibility to

collect a Kπµµ sample with a negligible background. In the previous measurements,

the dominant background was K3π decays where two of the pions decayed in flight

to muons, mimicking the signal final-state. In the NA48/2 measurement, the corre-

sponding uncertainties were the largest systematic terms in the analysis [48].

The similarity of the two decays is both useful and a difficulty. For example, the

Kπµµ decay is characterised by one beam-originating three-track vertex, from which

two reconstructed opposite sign muons and one positively charged pion originate.

Similarly, the abundant K3π decay is characterised by many of the same features

with the exclusion of two final-state muons. This allows for the collection of a large

normalisation sample with many similar features to the signal, but at the cost that

K3π can contribute as background in the SR if the pions decay in flight. Only with

a highly-tuned selection which exploits the unique features of NA62 can a sensible

balance be achieved.

The collection of both a Kπµµ signal sample with negligible background and a well-

symmetrised normalisation K3π sample involves exploiting the following types of

criteria:

• Vertex and track criteria, relating to kinematics and topology.

• Particle identification, relating to unique sub-detector responses.

• Precision timing between sub-detector signals.

Firstly, using the data and MC samples described in Section 6.2, a base-line NA48/2-

like selection was implemented in order to compare the performance of NA62 with

the previous experiment and is provided in Section 6.3. The Kπµµ selection was fi-

nalised by maximising the number of observed signal candidates whilst rejecting

the high-mass sideband events in 2016A, which was achieved by exploiting unique

features of the NA62 design. The final selections (signal, normalisation) are pre-

sented in Section 6.5 including the invariant mass spectra for both signal Kπµµ and
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normalisationK3π. Both selections are applied equally to both data and MC samples

in the analysis.

6.2 Data samples

6.2.1 Recorded data samples

The selection was developed using a data-driven approach, using the very first

data set produced by the NA62 experiment after the full detector commissioning

in September 2016. At the time of this thesis, two samples were available for anal-

ysis, corresponding to data taken in the fall of 2016 and 2017. Both samples were

reprocessed and reconstructed using the same NA62FW revision, and their features

are summarised in Table 6.1. The main focus of this thesis is on the 2016A data set.

Table 6.1: Summary of the current NA62 data samples for 2016 and 2017, including some key features
of the data-acquisition [79].

Sample NRuns NBursts Sample Features

2016A 169 89482
- Minimum bias stream: Control trigger.
- K3π Normalisation: 2016A Multi-track trigger
- Kπµµ Signal: 2016A Dimuon trigger.

2017A 79 82510
- Minimum bias stream: Control trigger.
- K3π Normalisation: 2017A Multi-track trigger
- Kπµµ Signal: 2017A Dimuon trigger.

The label ’A’ is used to denote the period of data taking where both the conditions

of the TDAQ were consistent over time and the sub-detector systems were perform-

ing nominally. Additional samples are expected to be available from summer 2018,

which will increase the statistics in 2016 by a factor « 2 and 2017 by a factor « 5.

The two samples were collected with different trigger configurations, presented in

Table 6.2. For 2016A, both the signal and normalisation trigger streams were very

similar, different by only the L0 condition MO2 used for collecting a Dimuon sample.

The strategy changed for 2017A based on the data quality observed in 2016, where

large inefficiencies were observed due to both the QX primitive and !LAV algorithm,

as discussed in detail in Chapter 7. In 2017A, the QX issue was fixed and the !LAV

117



Table 6.2: The trigger streams for normalisation K3π and signal Kπµµ in 2016 and 2017. The label D
denotes the downscale on the trigger, and the primitives and algorithms below are described at the
end of Chapter 3.

Sample Decay L0 Primitive L1 Algorithm D

2016A K3π RICH ¨ QX KTAG !LAV STRAWe (25; 150)
Kπµµ RICH ¨ QX ¨MO2 KTAG !LAV STRAWe 1

2017A K3π RICH ¨ QX KTAG STRAWe 100
Kπµµ RICH ¨ QX ¨MO2 STRAWe 2

removed all together from both streams. Additionally, the KTAG condition was re-

moved from the Dimuon trigger so that exotic (forbidden) decays could be studied

using the same stream. Apart from the differences in the trigger configurations, the

2017A data set was recorded at higher instantaneous beam intensity with respect to

2016A which directly affects the TDAQ performance. Figure 6.1 displays the relative

intensity spectra for the samples as recorded by events collected with the Dimuon

trigger. A detailed discussion of the 2017A data set is the topic of Chapter 9.

Figure 6.1: Comparison of the instantaneous intensity spectrum for 2016A and 2017A as observed by
Dimuon triggered events. The average intensity is « 130 MHz larger in 2017.

After the processing of both data sets, the filter FilterDimuonThreeTrackVertex

was used to select only events that are considered significant for the analysis, so that

the time taken to read the full data set is drastically reduced [66]. The tool is based

on filter used by the computation of (α, β) described in Section 5.3 and offers a re-

duction factor of « 190. The selection is designed to collect both normalisation and

signal, depending on the trigger fired for the event. The criteria is summarised be-
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low, and again focuses on finding at least one good three-track vertex:

• Event must have fired either the Control, Multi-track or Dimuon trigger.

• At least one good three-track vertex built in the event, defined as:

– The vertex fit χ2 is less than 40.

– The vertex longitudinal position (Z-Vertex) is greater than 102 m.

– The vertex total momentum (P -Vertex) is less than 90 GeV/c

– All tracks in the vertex within the geometric acceptance of the four STRAW

chambers.

• For Dimuon triggered events only: At least two vertex tracks with a spatially

associated MUV3 candidate.

All conditions used in the filter are implemented again in the selection but with

tighter constraints. Additionally, bursts or events with low trigger counts or with

sub-detector responses systematically shifted from the expectation are removed au-

tomatically by the standard bad burst mechanism, where all trigger related detectors

are checked for issues [66].

6.2.2 MC samples

Large generations of MC events were generated specifically for this analysis. The

two signal MC samples for K3π and Kπµµ are generated in the standard fiducial

volume, between 102.425 ă Z ă 180 m downstream of the target. The Kπµµ gener-

ator uses χPT form factor described in Section 2.2.3 for the transition, using LECs

pa`, b`q “ p´0.575,´0.700q which are the average of the B865 and NA48/2 Kπµµ

measurements [55]. Additionally, the effect of the Coulomb interaction term ΩC

between the final state particles is simulated for both signal and normalisation sam-

ples. Figure 6.2 contains ΩC for both Kπµµ and K3π; the size is dependent only on

the invariant masses of the pairs of daughters in the decay. Whilst the average ΩC

is close to unity in both cases, hot-spots occur corresponding to where the daughter

pair is at rest, such that the Coulomb interaction becomes involved by either attract-

ing or repelling the particles in the pair. For Kπµµ, the largest effect is for where the
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Figure 6.2: Magnitude of ΩC in Dalitz-space for Kπµµ and K3π . The term is on average is « 1.03 for
both decays, though the Dalitz space is symmetric in the case of K3π . Three hot-spots are present
which deviate largely from the average. The X-axis in right corresponds to the kinematic variable
zµµ.

dimuon pair is at rest (i.e zµµ “ 4r2
µ), where QC rapidly increases. However, the hot-

spots corresponding to the where π`µ` or π`µ´ are at rest occur approximately at

the same point in zµµ, cancelling the effect when observing only the one-dimensional

zµµ-spectrum. The K3π case displays the exact same features, but the Dalitz space is

symmetric as all three daughters have the same mass.

Samples corresponding to processes that could contribute as backgrounds were also

generated. The uncommon semi-leptonic K` Ñ π`π´µ`νµ (Kµ4) decay with a

branching fraction of p1.4 ˘ 0.9q ˆ 10´5, can contribute via decay-in-flight of the

π´ track. In addition, K3π decays occurring in the TRIM5 magnet of the GTK are

expected to be important as the magnet distorts the invariant mass of an already

known low-mass background. A summary of the generated samples used in the

analysis can be found in Table 6.3, including the statistics and the volume down-

stream of the target used.

6.2.3 Tuning the MC

Aside from the standard tuning to the beam applied at the generation level, further

efforts were made to ensure that the simulation is as close to real-life data-taking
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Table 6.3: Summary of the generated NA62MC samples. The generated volume is with respect to the
distance to the target, with NGen corresponding to the number generated.

MC Sample NGen Generated volume downstream
K3π 2.6ˆ 107 (102.425; 180.000) m
Kπµµ 107 (102.425; 180.000) m
Kµ4 2ˆ 107 (102.425, 180.000) m
KTRIM5

3π 108 (96.950; 102.425) m

conditions as possible. Firstly, the efficiencies of important sub-detectors were mea-

sured in data and included in the analysis framework. The second consideration is

to measure the differences in the three-track reconstruction efficiency between data

and simulation. Below, the extraction and implementation of these efficiencies is

described.

6.2.3.1 Sub-detector efficiency

In this analysis, sub-detector efficiencies must be understood to produce a trustwor-

thy acceptance measurement for both signal and normalisation. Although the bad-

burst mechanism removes bursts and events based on expected detector responses,

the detector inefficiency is expected to be a subtle yet systematic effect in all data

sets. Fortunately, only a small number of sub-detector systems are used extensively

in the analysis. In order of importance,

• STRAW: Track and vertex reconstruction.

• MUV3: µ˘ particle-identification.

• NewCHOD : precision timing.

The STRAW spectrometer is naturally the most important for all charged-track anal-

yses, and is the subject of Section 6.2.3.2. The MUV3 detector is used for muon iden-

tification; the efficiency of the detector directly affects theKπµµ signal acceptance but

not K3π normalisation. The NewCHOD efficiency is important for both samples, as

it is present in the trigger and is also used for precision timing.

Two standard tools, MUV3Efficiency and NewCHODEfficiency [66], were

implemented to determine both the MUV3 and NewCHOD detector efficiencies.

Their methodologies are discussed below:
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• MUV3 Efficiency: the analyzer selects a sample of halo muons using spec-

trometer and MUV 1/2 energy information. Halo muons are typically at large

Closest-Distance of Approach (CDA) with respect to the beam and illuminate

the full MUV3 face unlike K` decays. By direct extrapolation of the selected

tracks to the MUV3, the tool uses the standard MUV3 spatial search-radii to

find whether a candidate was reconstructed as expected. The tool provides the

tile-by-tile efficiencies.

• NewCHOD Efficiency: this analyzer uses all available one-track candidates to

ensure a complete NewCHOD illumination. Like the MUV3 version, tracks are

extrapolated and the standard NewCHOD spatial search-radii is used to find

whether a hit was reconstructed as expected. Again, the tile-by-tile efficiencies

are returned.

As both analyzers are designed to use minimum bias data, the efficiencies for both

detectors were measured using the 2016A samples filtered for control-triggered events [66].

Figure 6.3 contains the tile-by-tile efficiency for both detectors, On average, the tile-

Figure 6.3: The MUV3 and NewCHOD detector efficiencies in 2016A, versus Tile-ID. Tiles with ID
>140 are the inner MUV3 tiles, whilst the lower efficiency tiles at the start of each NewCHOD ’block’
are also closest to the beam-line. The red lines denote the ’average’ efficiencies overall, which are
very similar (note the different Y -scales).

efficiency for both sub-detectors is very high at « 99.3%. The MUV3 tiles with large

errors all appear at the far edges of the detector where the particle rate is extremely

low. Additionally, the lowest efficiency tiles all originate from regions closest to the

beam-line for both sub-detectors. The numbering scheme of the MUV3 means that
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the last nine tiles are the inner pads, whilst the first tiles at the start of each New-

CHOD quadrant (four regions are clear in the plot) correspond to the inner-most

regions. This is expected as the rate in these regions is the highest, which can to

unavoidable losses because of radiation-related failures of the TDAQ.

6.2.3.2 Three-track reconstruction efficiency

The spectrometer track reconstruction efficiency is the most important detector-

related efficiency to consider, as tracks are used for all kinematic calculations and

sub-detector associations. If there is a fundamental difference in the reconstruction

performance for data and MC, then the simulation is not a good description of real-

life. Any residual differences must be taken into account.

A dedicated analyzer was developed based upon a similar study for single-track

decays [80]. The procedure is to measure the efficiency using K3π decays in a com-

pletely unbiased way, as follows,

• Build all two-track vertices using SpectrometerVertexBuilder .

• Assign π˘ masses to the vertex tracks, and build a probe-track based on the

missing four-momentum between the nominal kaon and the two-track vertex.

• Select events where the probe-track is consistent with the π˘ hypothesis to

within 10 MeV/c.

• Apply vertex and track-quality cuts based upon the Kπµµ selection.

• Search for a real non-vertex reconstructed track consistent with the probe-track.

An event is considered efficient if a K3π candidate can be fully reconstructed. This

requires the probe-track to have a reconstructed match that was not used to build the

vertex. The vertex and track-quality cuts used match those described in the selection

development in Section 6.5.1, in order to measure reconstruction efficiencies that are

the most relevant to the Kπµµ analysis. In this preliminary tool, the beam-parameter

determined kaon is used to build the probe track. In principle, this definition of the

kaon is fixed per run and the precision could be improved by using matching GTK
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candidates to measure the kaon properties on an event-by-event basis.

The analyzer is designed to be used identically for both data and MC in order to

perform a direct comparison. Using the min-bias control-filtered data and the stan-

dard K3π MC samples, the reconstruction efficiency can be plotted versus multiple

variables. A directly relevant example is probe-momentum, as seen in Figure 6.4.

The agreement in (a) for data and MC is excellent, with only a small divergence

(a) (b)

Figure 6.4: Three-track reconstruction efficiency versus (a) track-momentum for both data and MC
and (b) for data versus instantaneous beam intensity. The first case shows excellent agreement but
with a small divergence at high momentum. The reconstruction is also intensity-dependent, with a
small difference between the efficiency as determined by the charge of the probe-track.

at high-momentum. The efficiency is also slightly dependent in (b) on the instan-

taneous beam-intensity, with a small but notable difference between the efficiency

for three-track events depending on the charge of the probe that is created. This

is quantified by Figure 6.5, which is the reconstruction efficiency versus pX, Y q at

the first STRAW chamber. The larger inefficiency occurs around the beam-hole and

the outermost edges. Tracks in the inner regions are often reconstructed in fewer

views than those at intermediate pX, Y q, whereas those which occur close to the

beam-line or the outer-edges are prone to acceptance related effects. The radius of

the illumination is under half the diameter of a STRAW chamber, where positive-

probe tracks (π`) illuminate the chamber relatively evenly. Ultimately, by the fourth

chamber, tracks on the outer edges can be swept out of acceptance as a result. In the

case of negative probes (π´), a low-efficiency tail is evident to the left of the beam-
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Figure 6.5: Three-track reconstruction efficiency at the first STRAW chamber, for left: the positive
probe and right: the negative probe. The lower-efficiency of negative tracks can be seen to the left
of the chamber hole, as they are swept by the MNP33 magnet towards the hole of the chambers
downstream, whereas the effect for positive tracks is most dramatic on the outer edges. Overall, the
negative case is of a slightly higher efficiency.

hole where the MNP33 magnet sweeps tracks inside of the beam-hole in the later

chambers. The overall efficiency for both types of probe is essentially equivalent,

at « 91%. Despite the preliminary nature of this measurement, the analysis is in

agreement with similar studies performed based on MC-only methods. In Ref. [81],

an alternative MC Truth-Reco matching is performed, recording efficiencies for K3π

events of« 89%. By loosening the Kπµµ tuning, the method described here provides

efficiencies which are an excellent agreement.

6.2.3.3 Applying detector efficiencies

A pre-analyzer ApplyDetectorEfficiency was developed to remove recon-

structed candidates based upon the detector and track-reconstruction efficiencies

for simulated samples. This is used before the stage of selection, so that both data

and MC are as close to equivalent as possible before the proper analysis. In the

case of the track-reconstruction, it is the ratio between the data and MC response

that is important. Using the ratio, the MC simulation can be artificially corrected

to match the real data distribution. The additional complication is that the data re-

sponse is intensity dependent. To handle all of the above, the following method is
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implemented:

• MUV3, NewCHOD : Tile-by-tile efficiencies are read by the pre-analyzer. The

MC MUV3/NewCHOD candidates, which each have an associated tile, are re-

moved if a flat random number generation between (0; 1) is greater than the

corresponding tile-efficiency as measured in data.

• Track reconstruction: the momentum-dependent reconstruction efficiencies are

read by the pre-analyzer for both data and MC samples. The ratio of the data

and MC efficiency is created with respect to the track momentum. Simulated

track candidates with momentum p are removed if a flat random number gen-

eration between (0; 1) is greater than the data/MC efficiency ratio distribution

at the corresponding momentum bin. Additionally, the ratio can be produced

for any intensity between I = (0; 1200) MHz based on the response in data.

The signal and normalisation acceptances which are determined using MC samples

are therefore intensity-dependent, and must be combined using weighted averages

based on the residual intensity spectrum.

6.3 Base-line selection

The NA62 experiment is designed to be technically superior with respect to the

previous NA48/2 experiment. The more sophisticated tracking system has an im-

proved design resolution, allowing for smaller Signal Regions (SRs). Additionally,

the implementation of a larger magnet current is expected to increase separation be-

tween signal and the dominant irreducible background from K3π decays observed

in the previous analysis. In order to observe the situation for NA62 in comparison,

a NA48/2-like base-line selection was adopted, after tuning specific kinematic cuts

to suit the NA62 experimental setup.

6.3.1 Base-line vertex and track requirements

Require exactly one good three-track vertex present in the event, defined as:

• The vertex charge is Q = +1.
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• The vertex fit χ2 is less than 20.

• The vertex longitudinal position (Z-Vertex) within (102; 180) m

• The vertex total momentum (P -Vertex) within (73; 77) GeV/c.

• The vertex transverse momentum PT is less than 30 MeV/c.

• The vertex-beam CDA less than 50 mm.

For the tracks in the three-track vertex:

• Within the geometric acceptance of the four STRAW chambers, NewCHOD,

LKr and MUV3.

• Tracks separated from one another by at least 20 cm at the LKr face.

• At least two or greater tracks with a spatially associated NewCHOD candidate.

Up to three candidates are used to build an average vertex time. The candidate

times must be self-consistent to within 10 ns, and also within 10 ns of the trigger

time.

The selection searches for good quality (low χ2), beam-originating three-track ver-

tices. The cut in longitudinal Z-Vertex corresponds to the fiducial decay volume de-

fined by the geometrical region of the vacuum tank, whilst P -Vertex, PT and CDA

assures consistency with the K` beam momenta and position. The requirement for

the tracks to be in the acceptance of multiple sub-detectors is for several reasons,

• STRAW: Improves the track quality and momenta.

• NewCHOD : Improve vertex time by increasing association likelihood.

• LKr: Improves the E{P calculation.

• MUV3: Requirement for even the pion track reduces the chance of mis-identification.

The association of tracks to detector candidates is performed spatially using search-

radii along the line of the extrapolation. Search-radii are required due to multiple

scattering in the STRAW tubes. In general, the radii are different at each sub-detector

and are inversely dependent on track momenta. For the NewCHOD case, the radius

127



is defined by the width of the truth-reconstructed residual of extrapolated track po-

sitions for a Kµ2 sample, where the resolution is σx,y “ p0.07` 47.3GeV{pqmm [66].

Timing is only requested to check consistency with the trigger. NewCHOD candi-

dates are used to build the vertex time as the CHOD is unreliable for the current

available version of the data set. Whilst the CHOD has the best time resolution, hits

in the top half of the detector experienced a flaw which applied the T0 timing cor-

rections multiple times depending on the number of hits in coincidental horizontal

counters [82]. With the next revision, CHOD candidates could be re-adopted.

6.3.2 Base-line particle identification

Build a particle-identification (PID) defined as:

• Exactly two vertex tracks with at least one spatially associated MUV3 candidate

(µ identification) and one with none (π identification.)

• µ tracks must have a LKr E{P less than 0.2.

• π tracks must have a LKr E{P less than 0.9.

Requiring two tracks to have a spatially associated MUV3 candidate is the simplest

form of Kπµµ identification. The spatial association radii for LKr and MUV3 are

slightly different compared to the NewCHOD[66],

• LKr uses a search radius of p50 ` 5q mm around track extrapolations to handle

residual misalignment.

• MUV3 uses a similar definition to the NewCHOD , where the resolution was

determined to be σx,y “ p2120 GeV{pqmm.

The LKr E{P criteria was inspired by a study performed for the search for the Lep-

ton Number Violating (LNV) decay K˘ Ñ π¯µ˘µ˘ at NA48/2 [72], where the same

LKr detector was in operation. By collecting a pure data sample of π˘, µ˘ and e˘

in data, the probability to have muons with E{P ă 0.2 was found to be (99.74 ˘

0.01)%, whilst electrons can be suppressed by « 102 using E{P ă 0.9.
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6.3.3 Base-line spectra

The base-line spectrum is built with dimuon-triggered candidates that survived the

full base-line selection. Normalisation candidates are collected from multi-track-

trigger events which pass only the vertex and track requirements. The Kπµµ invari-

ant mass spectra is displayed in Figure 6.6, including the MC overlays of the main

contributions for the 2016A data sample. For comparison, the distributions from the

NA48/2 paper are displayed in Figure 6.7.

Figure 6.6: The Kπµµ invariant mass distribution in 2016A for the base-line selection with right: with
log-scale and left, linear in the region near MK` . Orange denotes the Kπµµ MC expectation.

(a) (b)

Figure 6.7: TheKπµµ invariant mass distribution from the NA48/2 analysis. (a) is in log-scale and (b)
in linear. The fiducial K3π background tails directly into the SR (denoted by arrows) and the Kpiµµ

mass resolution σM is equal to 2.5 MeV/c2 [48].
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The spectrum contains a number of interesting features, indicating some obvious

differences between the two data samples collected at the NA48/2 and NA62 exper-

iments:

• Separation: A clear separation for NA62 data between the signalKπµµ (orange)

and the low-mass backgrounds K3π (red) and Kµ4 (green). Both backgrounds

enter due to secondary in-flight pion decays to muons, or via accidental in-time

MUV3 associations.

• Resolution: Improved signal resolution σM « 1.1 MeV/c2, over a factor two

smaller than NA48/2.

• Tail: Significant exponential tail above 480 MeV/c2 for NA62 data which was

not observed at NA48/2. Hypothesised to be upstream K3π decays.

The first two points are the expected as a consequence of a more sophisticated track-

ing system. The better σM resolution allows for a smaller SR definition, which is also

not as tight with respect to NA48/2 in terms of the number of standard deviations.

The SR for both signal and normalisation is defined as,

|Mπµµ,3π ´MK` | ď 5 MeV{c2. (6.1)

which is approximately five standard deviations for both cases. Despite the im-

provements, a large-exponential tail can be seen, a feature not observed by NA48/2.

This component is well-described by theKTRIM5
3π simulation represented by the blue-

distribution, where K3π candidates have been forced to decay upstream (Z = 102 m)

in the TRIM5 magnet region equivalent to « 0.5% of the fiducial decay volume. The

acceptance for these decays is « 4 times greater than for the fiducial counterparts,

as tracks are less likely to escape down the beam-pipe as they originate upstream.

The TRIM5 steering magnet has the additional affect of distorting track momentum,

leading to K3π candidates with two secondary pion decays appearing in the long

tails into and beyond the SR. To achieve the aim of a negligible background compo-

nent, a selection which fully suppresses the TRIM5 component is required.
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6.4 Developing the NA62 selection

In this section, the development of a more stringent Kπµµ selection is described. A

data-driven approach was used to obtain a final selection that removes all back-

ground candidates NB in the high-mass sideband of the Kπµµ SR, defined as Mπµµ ą

505 MeV/c2.

6.4.1 Tuning vertex and track criteria

The observation that the long exponential background is well described by TRIM5

K3π MC provides a hint on how it can be suppressed. Firstly, TRIM5 decays oc-

cur ’upstream’ of the usual fiducial volume, and secondly the track momenta of

the daughters is expected to be distorted as the decay happens during the beam-

steering. In data, the invariant mass spectraMπµµ can be plotted against vertex/track-

related variables as seen in Figure 6.8. The left-hand distribution displays that the

Figure 6.8: The 2016A invariant mass distributions plotted against left, Z-Vertex and right, the µ´

opening angle ΘR with respect to the lab frame. The SR is in grey and unconstrained in either Y -
dimension, and the stars correspond to candidates surviving the selection after a Z-Vertex >110 m
cut is applied.

vast majority of sideband events occur at low Z-Vertex, strengthening the TRIM5

hypothesis. Though the TRIM5 magnet is only 40 cm long and centred at 102 m,

distortion of all three vertex tracks can modify the determined decay coordinate,

boosting the Z-Vertex well into the fiducial volume.

Additionally, the steering distortion can be observed using the lab-frame opening
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angles ΘR of the daughter tracks. The range of opening angles available to each

daughter track is fixed kinematically depending on the available phase-space and

daughter mass. Pions in K3π are limited to smaller opening angles compared to the

products in Kπµµ as a consequence. The right-hand-side of Figure 6.8 displays that

low-mass candidates (mostlyK3π background) are at smaller opening angles, whilst

the tail has a distinctive shape. The orange stars correspond to candidates surviving

the selection after cutting away events with a Z-Vertex below 110 m, motivating an

additional criteria based on ΘR. Figure 6.9 contains the opening angles for the rel-

evant processes for both positive and negative tracks. The fiducial MC generations

Figure 6.9: Comparison of opening angles for positive and negative tracks for the data set, fiducial
MC K3π , TRIM5 K3π and Kπµµ. Each of the MC samples are scaled to match the expected entries.
The selection criterion for each track is displays by the dashed circles, with the smaller radii case in
the left-hand-side for the π` track.

show circular distributions, where K3π sits inside of the available opening angles

for Kπµµ. The most indicative effect of the TRIM5 distortion is seen in the negative

track distribution, where tracks follow an oval shape, spraying into the negative X-

dimension beyond theKπµµ tails. The large difference with respect to positive tracks

is because the steering is tuned for the positively charged kaon, so the positive prod-

ucts are steered similarly, whilst the negative tracks are deflected more dramatically.

The strategy to suppress the majority of the background is straightforward:

• The vertex longitudinal position (Z-Vertex) within (110; 165) m

132



• The lab-frame opening angle ΘR for each track in the vertex must be:

– for µ tracks less than 9.0 mrad.

– for π tracks less than 8.5 mrad.

Where the choice of opening angle cut is displayed on both sides of Figure 6.9, and

applied to all three tracks for symmetry. Figure 6.10 displays the change in the in-

variant mass spectra after applying the new cuts. The TRIM5 component predicted

Figure 6.10: Invariant mass distribution in 2016A for base-line selection after including TRIM5 sup-
pression cuts. Left, log-scale and right, high-mass linear. The majority of high-mass sideband candi-
dates have been suppressed.

using N3π and the MC generation is now fully suppressed, leaving only two unre-

lated candidates in the high-mass sideband. The linear scale shows that the predic-

tion of the number of Kπµµ candidates is « 10% lower than the number observed.

There are a number of possible reasons, such as a disagreement between data and

MC or that the trigger criteria respond differently depending on the decay entering

the plot.

6.4.2 Tuning PID and including precision timing

To achieve a truly negligible background contribution, a more stringent particle

identification is required to suppress the various components observed in Figure 6.10.

Each possible background is discussed below,

• K` Ñ π`π`π´ Ñ π`µ`µ´: Whilst the mass-separation from Kπµµ is vastly

improved with respect to NA48/2, K3π with two secondary pion decays in-

flight is an extremely large component. Here, pions are assigned muon masses,
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appearing in the Mπµµ spectrum at low values. Unfortunately, the lack of MC

statistics for this process make it difficult to compare with data in the region

470 < Mπµµ < 485 MeV/c2.

• K` Ñ π`π´µ`νµ Ñ π`µ`µ´νµ: Whilst occurring at a rate « 103 lower than

K3π, only one secondary pion decay in-flight is required to enter as background.

As the decay is four-body and a real muon is present in the intermediate stage,

a broader invariant mass spectrum that approaches the Kπµµ peak is predicted

in MC. An additional complication is due to the possible π`µ` ’swaps’, where

the pion is mis-identified as the muon and vice-versa.

• K` Ñ µ`π`µ´ Ñ π`µ`µ´: The signal process Kπµµ can appear as a back-

ground to itself due to the possible π`µ` swaps which also affect Kµ4. Assign-

ing the wrong mass hypothesis to the tracks results in the prediction of flat tails

around the peak in the MC, contributing at the level of 10´2 in the spectrum.

• Accidentals: The high-intensity environment of NA62 leads to a significant

number of accidental candidates in the downstream sub-detectors. With more

possible associations for vertex tracks, the probability for mis-identification is

larger than that predicted in the MC. Therefore, the π`µ` swapping mechanism

could be far larger in reality.

Therefore, a more stringent set of particle-identification criteria were introduced

based upon the identification of the dimuon pair µ`µ´. The requirement of ex-

actly two tracks with at least one spatially associated MUV3 candidate is expanded,

including the following conditions:

• The µ tracks are opposite sign (µ`µ´).

• Both µ tracks are associated to at least one outer MUV3 tile.

• Neither µ track can be associated to the same MUV3 candidate, provided that

both tracks have only one association.

• Both µ tracks are associated to MUV3 candidates within 5 ns of the vertex time.

The first condition assures that only a SM-allowed sample is collected. This re-

quirement also suppresses the contribution of secondary decays in-flight of K` Ñ
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π`π`π´ Ñ µ`µ`π´, which will enter directly into the spectrum provided there is

no requirement on the muon charge configuration. Additionally, accidentals for this

process are easy to obtain due to the beam-halo and the dominant Kµ2 rate. The

requirement for outer MUV3 associations is to align with the trigger logic MO2,

which requires two outer MUV3 pads to be fired within 10 ns. As a consequence,

both criteria ensure a larger separation of the muon pair at the MUV3 face. The final

criteria are motivated by Figure 6.11. The π`µ` swaps can occur where the real µ`

(a) (b)

Figure 6.11: Supporting diagrams for the MUV3 related logic. a) A schematic of a Kπµµ decay origi-
nating upstream from the beam ’X’, where the real µ` misses the detector and the π` is accidentally
associated to the same candidate as the µ´ . b) the timing resolution between vertex tracks and
MUV3 candidates for a Kπµµ-like selection.

track misses the detector and the π` is associated spatially to the same candidate as

the µ´ track. The example shows that even a single candidate can appear as Kπµµ.

Accidental rate also contributes to mis-identification. By applying a precise timing

constraint, most of the accidental associations can be suppressed. The right-hand

plot shows the timing residual between the vertex times and associated MUV3 can-

didates, which has a 1 ns resolution.

The final advantage unique to NA62 is the KTAG detector. The KTAG time-stamps

K` candidates with a resolution to better than a few hundred ps. As both Kπµµ

and K3π originate from kaon decays, checking if the three-track vertex has a KTAG

candidate consistent in time is definitive advantage over the previous analyses. We

can introduce a requirement to find at least one good KTAG candidate consistent
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with the signal decay, defined as,

• At least four KTAG sectors fired,

• Candidate time within 10 ns of the trigger time,

• Candidate time within 10 ns of the vertex time.

Figure 6.12: The timing residuals of left, KTAG candidates to three-track vertex times, and right, to
the Dimuon trigger time. The resolution of both distributions is below 1 ns.

Figure 6.13: Invariant mass distribution in 2016A for base-line selection after TRIM5 suppression and
the improved PID criteria. Left, log-scale and right, high-mass linear. All sideband candidates have
been suppressed, with an improved separation between low-mass and the signal peak.

The choice of criteria is inspired by the L1 trigger algorithm which is present both

dimuon and multi-track trigger streams. The 10 ns time window is relatively broad

with respect to the 1 ns resolution observed in the residuals, as displayed in Fig-

ure 6.12. By requesting a good KTAG candidate time-consistent with the vertex,

accidental contributions at the MUV3 stage are also improved as three detectors are
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required to be in timing coincidence. The invariant mass spectrum after including

the new PID criteria is contained in Figure 6.13, where all high-mass candidates have

been successfully removed and the signal and background separation is optimal.

6.5 The final selection

The selection was finalised by maximising the number of observed Kπµµ candidates

NS whilst fully suppressing the sideband components NB. A simplistic iteration

procedure was used,

1. Remove each cut independently, and build a selection of the criteria which in-

crease NB when removed.

2. Continue to reintroduce cuts until NB “ 0, starting with the conditions which

decrease NS the least.

Resulting in the removal of a small number of cuts, specifically theE{P requirement

for muons and the separation of the tracks at the LKr. The procedure was also used

to rule out the implementation of the other photon-vetoes in the analysis, based on

the large amount of signal that would be lost due to accidental activity.

The final selection is used to collect both normalisation K3π and signal Kπµµ, by

requiring vertex quality requirements and kaon identification for both signal and

normalisation, then µ˘ identification for Kπµµ signal alone. The use of extremely

similar selections is to assure a high-level of symmetry between the two samples in

order to cancel the selection-related systematic effects to first order. In addition to

the criteria discussed previously, a track-momentum cut was included because the

track-reconstruction efficiency could only be probed in the region between 8 ă P ă

48 GeV/c.

6.5.1 Track and vertex requirements

Exactly one good three-track vertex built in the event, defined as:

• The vertex charge is Q = +1.
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• The vertex χ2 fit is less than 20.

• The vertex longitudinal position (Z-Vertex) within (110; 165) m

• The vertex total momentum (P -Vertex) within (73; 77) GeV/c

• The vertex transverse momentum PT < 30 MeV/c

• The vertex-beam CDA < 50 mm.

For each track in the three-track vertex:

• Within the geometric acceptance of the four STRAW chambers, NewCHOD,

LKr and MUV3.

• At least two or greater tracks with a geometrically associated NewCHOD can-

didate. Up to three candidates are used to build an average vertex time. The

candidate times must be self-consistent to within 10 ns, and also within 10 ns

of the trigger time.

• Within (8; 48) GeV/c, for higher trigger and reconstruction efficiency, discussed

in Chapter 7 and Section 8.2.2.

6.5.2 Kaon identification

At least one good KTAG candidate, defined as

• At least four KTAG sectors fired,

• Candidate time within 10 ns of the trigger time,

• Candidate time within 10 ns of the vertex time.

6.5.3 Decay identification

For events collected with the dimuon trigger only, pµ`µ´q identification is applied,

defined as:

• Exactly two tracks in the vertex with at least one geometrically associated MUV3

candidate.

• Require µ tracks to be opposite sign.
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• Require lab-frame opening angle ΘR for µ tracks to be less than 9.0 mrad.

• Require µ tracks to be associated to at least one outer MUV3 pad.

• Require associated MUV3 candidate time to be within 5 ns of vertex.

• Require for no repeated MUV3 pad associations for µ track pairs that have only

one association each.

Pion (π`) identification, defined as:

• Exactly one track with no MUV3 candidate.

• Require lab-frame opening angle ΘR for π track to be less than 8.5 mrad.

Electron (e˘) rejection, defined as:

• E{P < 0.9.

All Dimuon triggered events surviving the selection are saved, as the candidates

outside the signal region are used to estimate the background level in the signal re-

gion.

Independently, the following is applied for the Multi-track triggered events,

• At least one π` track with no spatially associated MUV3 candidates.

The cut above is to symmetrise with the π` identification in the Kπµµ selection and

drastically reduce any effects of accidental MUV3 association on the acceptance cal-

culation.

6.5.4 The final spectra

The finalK3π normalisation spectrum is contained in Figure 6.14, The sample is very

clean, with a background contamination of (0.0010˘ 0.0001stat ˘ 0.0007syst)%, where

the error is dominated by the systematic uncertainty on B(Kµ4). The finalKπµµ spec-

trum is contained in Figure 6.15. where the contribution from high-mass candidates

has been suppressed and the separation between the low-mass tail and the Kπµµ is

notable to below 10´1. Unlike K3π, the number of background candidates has been

estimated using RooFit to be below one, as explained in more detail of Section 8.2.1
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Figure 6.14: The final normalisationK3π spectrum for 2016A. The signal region is denoted by arrows,
using a ˘5 MeV window around the nominal kaon mass, and the bottom distribution is the data
sample divided by the MC sample to show agreement.

(a) (b)

Figure 6.15: TheKπµµ spectra for 2016A in (a) log-scale and (b) linear. The signal regions are denoted
by arrows, using a ˘5 MeV window around the nominal kaon mass, and the bottom distributions is
the data sample divided by the MC sample to show agreement.
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in analysis Chapter 8. The data-MC discrepancy is reduced by a few percent in the

final selection, and is explored further in the dΓ{dz reconstruction procedure.

Finally, a data-MC comparison procedure was performed for both the K3π and Kπµµ

samples. Multiple distributions can be found in Appendix A for the most impor-

tant cuts implemented in the analysis. The only large shape-discrepancy is for the

description of the vertex momentum, but as the disagreement is present for both

normalisation and signal, the effect is expected to cancel out to first order with the

normalisation procedure.
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7
Measuring trigger efficiency

In this chapter, the trigger efficiencies for the K3π normalisation and Kπµµ signal

samples are measured. The samples were collected using the following trigger

streams:

• K3π : RICH¨QX ÑKTAGÑ!LAVÑSTRAWe (Multi-track trigger)

• Kπµµ: RICH¨QX ¨MO2 ÑKTAGÑ!LAVÑSTRAWe (Dimuon trigger)

The similarity of the streams is deliberate, so that any systematic effects of the data

acquisition process will cancel via a normalisation procedure. For the data recorded

in 2016, a series of flaws were discovered with several aspects of the TDAQ, im-

posing the need for an extreme level of care when determining the efficiencies. As

the flaws relate to both signal kinematics and beam intensity, a complete cancella-

tion of the systematic components is highly implausible. Additionally, the abun-

dance of K3π decays means that each normalisation efficiency component can be

easily measured using minimum-bias streams, but as the ratio BpKπµµq{BpK3πq «

10´6, alternative approaches must be developed to obtain high-precision efficiency

measurements for Kπµµ. The final and most important requirement for the Kπµµ ef-

ficiency measurement is that it must be performed in bins of zµµ “ pMµµ{MK`q
2; the

extraction of both the branching fraction and form factor LECs relies on an accurate

reconstruction of the underlying dΓ{dz versus zµµ spectrum. The strategy to per-

form these measurements is explained in Section 7.1, with the computation for each

common trigger component provided in order of difficulty between Section 7.2 - 7.6,

142



and followed by the MO2 calculation unique to the Dimuon trigger in Section 7.7.

The final trigger efficiencies are provided in Section 7.8.

7.1 Strategy

For the complicated TDAQ implemented at NA62, it is important to measure the

trigger efficiencies with respect to multiple quantities, in order to determine whether

the data acquisition biases the collected data in any particular fashion. For example,

• The stability of the trigger-efficiency with respect to time.

• Kinematic dependence, observed with respect to track momentum P , the ra-

tio of the variable zπ`π´ “ pMπ`π´{MK`q
2 for K3π or the equivalent zµµ “

pMµµ{MK`q
2 for Kπµµ.

• The affect of variable beam-intensity on performance.

The number of observed candidates in any given physics analysis must be corrected

for the trigger efficiency to infer the true number of candidates that were present

in the detector. If the trigger is kinematically dependent, the zµµ spectrum of the

collected Kπµµ sample could be distorted compared the true distribution. Variable

beam intensity is also expected to affect the trigger performance as increased rate

leads to more accidental candidates alongside the signal. To account for any of these

effects accordingly, the following strategy was adopted to determine the normalisa-

tion efficiencies ε3π, and from that obtain the required signal efficiency spectrum

επµµpzµµq.

• Determine the normalisation efficiencies ε3π for each primitive/algorithm using

a sample of K3π from either,

– L0: Minimum-bias control trigger.

– L1: Autopassed from Multi-track trigger (2% of L1 yield)

The dependence of the efficiency is measured with respect to time, a relevant

kinematic variable (P, zπ`π´) and the instantaneous beam intensity.
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• For components which display no clear discrepancies with expectation, the nor-

malisation efficiency ε3π can be converted to a binned-distribution of επµµpzµµq

using the following formula,

εDATA
πµµ pzµµq “ εDATA

3π

˜

εMC
πµµpzµµq

εMC
3π

¸

, (7.1)

where the MC values are extracted from a "simple" emulation of the trigger-

component response in simulation for K3π and Kπµµ.

• For components with known flaws, a series of trigger emulators were devel-

oped which replicate the L0 firmware or L1 algorithm. The επµµpzµµq is then

obtained by measuring the efficiency directly using MC samples, after injecting

accidentals into the simulation as extracted from data. This MC + Accidentals

(MCA) method is verified after tuning the procedure using the result for K3π

compared to the online primitive or algorithm.

The selection used to collect the K3π and Kπµµ samples is extracted from the final

version described in Chapter 6. The idea is to use the accurately measured normal-

isation efficiencies from the data and convert them using the response in MC. After

the full 2016 data set was collect, both the QX and !LAV components of the trigger

were discovered to be flawed. This is the motivation for the final bullet point above;

the flaws were found to be both kinematically and intensity-dependent. Therefore,

the MCA approach was implemented to tackle these measurements, especially as

neither issue is truly factorisable. The MO2 criteria is unique to the Dimuon trigger

and the strategy is slightly different. The zµµ dependence is extracted directly from

data using a sample of the low mass background K` Ñ π`π`π´ Ñ π`µ`µ´, where

two of the pions decayed in-flight.

7.2 KTAG

The L1 KTAG algorithm is designed to positively identify a beam-kaon candidate

consistent with the L0 event time. The algorithm is considered the simplest to han-

dle because the efficiency depends purely on the presence of the kaon and not the
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decay products downstream. Therefore, the efficiency is considered to be identi-

cal for normalisation K3π and signal Kπµµ and will completely cancel in the ratio

when normalising. Regardless, the efficiency is expected to be high for kaon decays,

and the time-stability and beam-intensity dependence of the KTAG algorithm is dis-

played in Figure 7.1, measured directly using the Multi-track autopassed K3π.

(a) (b)

Figure 7.1: The KTAG algorithm efficiency (a) with respect to time and (b) versus beam-intensity.
The red-line in (a) is the average efficiency across the period, stable except for one low-statistics run
with ID = 6470.

As the KTAG algorithm is close to identical to the criteria implemented in the particle-

identification of the selection, "simple" emulation yields an expected MC efficiency

of 1.0000˘ 0.0000stat for both samples. The equivalent measurement in data is,

εKTAG
3π “ εKTAG

πµµ “ 0.9802˘ 0.0002stat, (7.2)

where the value is the overall average extracted from (a) of Figure 7.1 and εKTAG
πµµ is

assumed to be flat with respect to zµµ. The statistical error corresponds to the full

2016A data sample and is therefore small. The left-hand side of Figure 7.1 displays

some variation in the efficiency with respect to Run ID. This is a consequence of the

beam intensity which was constantly changing during the data acquisition process.

Overall, the KTAG algorithm depends fairly loosely on the beam-intensity (as seen

in the right-hand side of Figure 7.1) decreasing by « 1% across the full spectrum.

The average overall efficiency is a reflection of this relationship.

145



7.3 RICH

The L0 RICH primitive is implemented to collect events with signals in at least two

RICH PMT supercells. AsK3π andKπµµ contain three charged tracks, the high beam

momentum guarantees that at least one track is above the Cherenkov threshold re-

quired to generate hits in the RICH. Figure 7.2 contains the RICH efficiency with

respect to time and track momentum P for K3π minimum bias candidates. The ef-

(a) (b)

Figure 7.2: The RICH primitive efficiency (a) with respect to time and (b) versus π momentum. The
red-line in (a) is the average efficiency across the period and is in general stable, except for« 10 lower
efficiency runs. The momentum dependence is generally weak across the available phase-space.

ficiency is stable in-time aside from « 10 low efficiency runs which have limited

statistics. The distribution also displays little-to-no momentum dependence as is

expected for a three-track process. The RICH normalisation efficiency provided by

the flat-line in (a) is measured to be,

εRICH
3π “ 0.9863˘ 0.0001stat, (7.3)

where the small statistical error reflects the size of the 2016A data set. As explained

in the strategy, to determine the εRICH
πµµ efficiency, εRICH

3π is converted using the MC

ratio method provided by Equation 7.1. To determine the MC components for both

K3π and Kπµµ required by the ratio, the L0 RICH emulator was used which repli-

cates the online primitive generation at the analysis level offline [66]. The emulator

is fully flexible and can be used for both data and MC, with the former useful to
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test the emulator performance. Figure 7.3 compares the online-primitive intensity-

dependence with the emulated efficiency for K3π minimum-bias data. The RICH

Figure 7.3: Comparing online and emulated RICH primitive efficiency in 2016A for K3π . The online
distribution displays a distinct shape-deviation near 300 MHz not reproduced by the emulator. The
red-line is the overall average for the primitive efficiency.

emulator measures the efficiency a few percent higher than the online primitive,

without the distinct shape distortion in the region of intensity I = 300 MHz. The

small number of low-efficiency runs that were observed in (a) of Figure 7.2 are ex-

pected to contribute to this shape. Though an obvious discrepancy with the emula-

tor, the same behaviour is expected for theKπµµ efficiency and is therefore contained

in the value of εRICH
3π when converting. The final εRICH

πµµ pzµµq is the result of the proce-

dure, presented in Figure 7.4. The response of the emulator returns as almost 100%

efficient for both MC samples and the measurement is dominated by the actual K3π

efficiency. The average Kπµµ RICH efficiency is determined to be,

εRICH
πµµ “ 0.9864˘ 0.0000stat ˘ 0.0060syst. (7.4)

The accuracy of this approach relies on the performance of the emulator with respect

to the instantaneous beam-intensity compared with the primitive dependence. The

statistical term reflects the size of the MC sample used, whereas the systematic error

corresponds to the difference between the mean efficiency denoted by the red line

in Figure 7.3 and the efficiency of the primitives at the average intensity at I « 300
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Figure 7.4: The RICH Efficiency vs z in 2016A. The essentially-flat shape is because the emulator
returns efficiency 1.0 for almost all bins in both MC samples, where the actual scale is set by the
value of εDATA

3π . The red-line denotes the average efficiency.

MHz, equivalent to « 0.6%.

7.4 STRAWe

The L1 STRAWe algorithm uses a fast-reconstruction to search for events containing

negative tracks. The algorithm is implemented in both streams as K3π and Kπµµ

contain either a π´ or µ´. Figure 7.5 contains the time and intensity dependence

of the algorithm. The efficiency is stable with time, with a slow intensity fall-off

(a) (b)

Figure 7.5: The STRAWe algorithm efficiency (a) with respect to time and (b) versus intensity. The
red-line in (a) is the average efficiency across the period and is in general stable. The algorithm also
displays a gentle intensity dependence, decreasing by 1% across the spectrum.

across the spectrum. The normalisation efficiency provided by the flat line in (a) is
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measured to be,

εSTRAWe
3π “ 0.9588˘ 0.0003stat. (7.5)

To determine the εSTRAWe
πµµ efficiency, the εSTRAWe

3π is converted using the MC ratio

approach used by the RICH. However, the STRAWe algorithm has no suitable emu-

lation method to apply in the simulation as the algorithm uses digitised hits before

the reconstruction level. Naturally, all events collected by the selection contain a

negative track and so the ratio can only be unity for MC. Instead, Figure 7.6 con-

tains the π´ momentum dependence of the algorithm for autopass K3π candidates.

Fitting the distribution with a first-order polynomial, the momentum-dependence

Figure 7.6: The STRAWe momentum dependence in 2016A, measured using autopass K3π candi-
dates. The fit corresponds is a first-order polynomial, which decreases with π´ momentum.

function is determined to be,

εSTRAWe
3π pPπ´q “ ε0 ` ε1Pπ´ “ 0.9757´ 0.0006Pπ´ , (7.6)

which is the simplest polynomial that can adequately model the dependence. As

both the signalKπµµ and normalisationK3π have intrinsically different track-momentum

spectra, the efficiency εSTRAWe
πµµ cannot be taken to be equivalent to the K3π case. We

assume that the functional form of Equation 7.6 is the algorithm’s universal negative

track momentum dependence, as previous studies suggest that the reconstruction

efficiency for pions and muons is equivalent [83]. The overall efficiency in data

εSTRAWe
3π is then converted to a εSTRAWe

πµµ pzµµq distribution using the usual conver-
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sion method of Equation 7.1. The MC ratio is instead determined by evaluating the

momentum-dependence of Equation 7.6 for MC events, based on the negative track

momentum for each event. Figure 7.7 contains the final STRAWe zµµ-distribution

for Kπµµ. The slope falls almost linearly, with the red line providing the average

Figure 7.7: The STRAWe Efficiency vs z in 2016A. The slope falls linearly across the phase-space, de-
creasing by « 0.5% from start to finish. The red-line is to denote the overall average of the efficiency.

efficiency across the full phase-space,

εSTRAWe
πµµ “ 0.9591˘ 0.0001stat ˘ 0.0050syst, (7.7)

but with only a small decrease from start to finish of « 0.5%. The precision of the

approach relies on the accuracy of the momentum-efficiency model. The χ2/NDF

fit to determine Equation 7.6 is « 2.5, meaning that the model could be optimised.

Without a proper physics motivation to do so, we take a systematic error based on

the maximum significant deviation from the line of 0.5% at P pπ´q = 35 GeV/c. In

addition, other contributions to the systematic term are considered, such as:

• Fit error: The effect of evaluating Equation 7.6 with a Gaussian smear on the fit

parameters ε0 and ε1 based on their precision is included in the estimate.

• Fit extrapolation: Additionally, the momentum-spectra for K3π is not as broad

as Kπµµ, and so the efficiency for candidates with momentum outside of (10

ď P´ ď 46) GeV/c is inferred from extrapolation. As the form is unknown out-

side of this region, the effect of using a flat extrapolation is considered instead,

with the variation taken as a systematic.
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However, both errors are negligible with respect to the model-dependent system-

atic.

7.5 QX (NewCHOD)

The QX condition is one of two components of the trigger which were found to

be flawed. At L0, QX is designed to collect events with hits in at least two diago-

nally opposed NewCHOD quadrants. The primitive is implemented in both trigger

streams as K3π and Kπµµ both contain three-charged tracks. By requesting New-

CHOD quadrants to satisfy QX for MC events yields an efficiency εQX

MC « 0.9990 for

both samples, despite the fact that the illumination of the detector is different as

displayed in the channel map of Figure 7.8. The presence of two lighter final-state

Figure 7.8: The normalised NewCHOD Illumination for K3π and Kπµµ MC. The difference is purely
kinematic as the opening angles for K3π is limited with respect to Kπµµ due to the difference in
phase-space. The numbered corners refer to the quadrant number in the readout.

muons can result in larger opening angles of the daughters in the lab-frame, leading

to a wider spread of hits at the NewCHOD. Figure 7.9 contains the probability of

firing each NewCHOD quadrant for both K3π and Kπµµ MC, different on account of

the contrasting illumination. In general, Kπµµ is more likely to fire quadrants on the

right-side of the detector, whileK3π the left. The QX condition can be split into three

exclusive parts, such that QX = (QEX
02 _ QEX

13 ) _ Q4. Table 7.1 displays the "simple"

emulated MC efficiencies for each component. In general, the larger opening angles
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εpK3πq εpKπµµq

QX 0.9989 ˘ 0.0001 0.9983 ˘ 0.0001
QEX

02 0.4596 ˘ 0.0015 0.4798 ˘ 0.0014
QEX

13 0.4519 ˘ 0.0015 0.4751 ˘ 0.0014
Q4 0.0879 ˘ 0.009 0.0435 ˘ 0.0006

Figure 7.9 & Table 7.1: The firing probability of NewCHOD quadrants forK3π andKπµµ MC, accom-
panied by the exclusive component efficiencies of QX in tabular form. The difference in illumination
of the samples lead to contrasting quadrant probabilities. The result is a set of trigger-components
that are distinct, but which sum to similar QX efficiencies overall. The errors are statistical only.

of Kπµµ leads to «4% higher likelihood for the exclusively diagonal components of

QX to fire, whereasK3π is twice as likely to fire all four quadrants Q4 compared with

Kπµµ. Despite this kinematic dependence, the components sum to the same QX effi-

ciencies overall.

Figure 7.10 contains the time and intensity dependence of the primitive measured

with minimum bias K3π decays. Relatively stable with time, the normalisation effi-

(a) (b)

Figure 7.10: The QX primitive efficiency (a) with respect to time and (b) versus intensity. The red-line
in (a) is the average efficiency across the period. The primitive displays a large intensity dependence,
decreasing by« 20% across the spectrum. Some runs with ID > 6600 display a higher-efficiency than
average, all of which correspond to a lower beam-intensity.
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ciency provided by the flat-line in (a) is measured to be,

εQX
3π “ 0.8740˘ 0.0002stat, (7.8)

which is low in comparison to expectation, indicating the presence of a flaw. The

primitive is also highly dependent on the beam-intensity, decreasing by « 20%

across the available range. A clear indication of the effect can be seen as some runs

with ID > 6600 are known to be at low-intensity. All examples of this have an effi-

ciency substantially better than the average at « 95%.

7.5.1 Flaw in the NewCHOD firmware

After discussion with TDAQ experts, the flaw was discovered with the NewCHOD

primitive-generating firmware. The flaw occurs at the time-cluster merging stage,

and can be understood using the flow-diagram presented in Figure 7.11. The flow

is,

• Hits from the readout are sent to an array of buffers in the sorting modules.

Each buffer, or ’split’, contains hits related to a 100 ns time interval, with the

earliest hits in the first split and the latest in the final. The hits in each split

are all within 100 ns of each other, but are random and remain unsorted with

respect to time.

• Each split is read from first-to-last to begin the clustering process. The very first

hit is converted into the cluster format (containing all useful information) and

passed to the distributor module.

• As the second hit is read and converted to a cluster, it is compared to the dis-

tributor cluster. The following can happen:

– If the time of the two clusters is consistent, the clusters are merged in the

distributor module and remain to be compared with the next hit.

– If the time is not consistent but the second hit is later in time, the distrib-

utor cluster is sent to the clustering array and the second hit becomes the

distributor cluster used for the next comparison.
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Figure 7.11: A flow diagram of the NewCHOD firmware flaw. Here hits A and B are from the first
split and are time-consistent, so are merged at the distributor. Following this, the first hit read from
the second split C actually has the largest time of the hits in the buffer. All other hits read from this
split, such as D, jump straight to the clustering module and the quadrant information for the hit is
lost.

– Otherwise if later, the hit is converted to a cluster and pushed directly to

the clustering array leaving the distributor cluster untouched.

In Figure 7.11, a specific example is shown using four hits A,B,C and D. Hit A has

the largest time in the first split, and resides at the distributor as the second hit B

arrives. Here, the hits are consistent in time and are merged to form cluster AB. As

the second split is read, the first hit C is found to be later than cluster AB and so AB

is pushed to the clustering module via path one, and C now resides at the distribu-

tor. In the case that hit C has the latest time in the second split, all subsequent hits

such as D are earlier and pushed directly into the clustering module via path two.

The flaw enters for this type of flow. In this path, the information for quadrants 1Ñ3

is lost and QX cannot be satisfied.
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As the information for certain quadrants is dropped, the kinematic difference be-

tween K3π and Kπµµ becomes a bigger problem as the inefficiency depends on the

NewCHOD illumination for each event. The randomised nature of the hits also be-

comes problematic with higher beam-intensity as an increased number of hits can

enter each split, and the quadrant information is lost any time the distributor cluster

is later than the hit being read. A simple conversion from K3π is not a possibility as

the two issues are not factorisable.

7.5.2 QX emulator

In order to handle the complicated nature of the inefficiency, a L0 trigger emulator

was developed which attempts to replicate the behaviour of the NewCHOD prim-

itive generating firmware, including any flaws present [66]. The emulator can be

used at the analysis level to compare the performance with the online primitives.

Figure 7.12 contains the emulator and online efficiencies with respect to time and

intensity. The excellent agreement is a result of a tuning procedure. As the ineffi-

(a) (b)

Figure 7.12: Comparing primitive and emulated L0 efficiencies for QX in 2016A, with (a) against time
and (b) versus intensity. The emulator was tuned so that the result agrees excellently with the online
primitive efficiency.

ciency depends largely on the random hit ordering in the 100 ns splits, the behaviour

was replicated by adding a partial-hit-randomisation algorithm. The effect is con-

trollable by the variable L0NewCHODEmulator::ShuffleFraction , a fraction

defined between (0; 1). If the fraction is zero, the hits are completely time-ordered
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and the flaw is not present (all hits in the splits follow the uncorrupted path one),

leading to extremely high efficiencies. Likewise, a fraction of one corresponds to

maximal randomness, using a Mersenne twister to shuffle the hits. The optimal

fraction was found to be 0.73, a value representing a partial ordering. On average,

primitive and emulated efficiencies agree to better than 0.1% overall.

7.5.3 DeterminingKπµµ QX efficiency

As the flaw leads to a geometric dependence caused by time-ordering of hits, a sim-

ple conversion from K3π using MC ratios to get the Kπµµ QX efficiency as a function

of zµµ is unreliable. Instead, a MC + Accidentals (MCA) approach is adopted, where

the QX efficiency is extracted directly from the simulation. To inject accidentals into

the simulation, the number of accidental NewCHOD hits were obtained using the

following method:

• Take number of NewCHOD hits in the lower timing side-band of the δT =

Ttrig ´ TNewCHOD distribution. An offset region `74 ns of Ttrig is used, with a

window of 28 ns, a region where the distribution is flat and best represents the

accidental rate.

• The number of accidental hits of this region is sampled in bins of 4 ns, and plot-

ted versus the instantaneous beam-intensity from the GTK between (0; 1200)

MHz. The choice of many bins is to sample NewCHOD hits more smoothly.

• The information is fed to the L0NewCHODEmulator , so that the correct num-

ber of accidental hits are added to the algorithm for any given intensity.

with accidentals added, the emulator can be used at any intensity. To obtain the ac-

tual overall efficiency as measured by the MCA method, the results at each intensity

must be combined using a weighted-average, where the weights are the number of

entries at each intensity bin observed in the residual intensity spectrum.

To verify that the approach provides sensible results, both the εQX
πµµpzµµq and εQX

3π pzπ`π´q

spectra are created, as the latter can be measured directly in data to compare. To han-

dle the effects of both intensity and kinematic dependence, a two-dimensional grid
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is constructed of z versus intensity, with the K3π example displayed in Figure 7.13.

The average QX efficiency is calculated at each z-bin by constructing the weighted-

Figure 7.13: The two-dimensional MCA QX grid for K3π decays. The diagonal labels correspond to
the εQX at each bin

average over the twelve 100 MHz intensity bins used in the grid,

εQX
z “

12
ÿ

I“0

wIε
QX

z,I

wI
, (7.9)

where I in the intensity-bin index, εQX

z,I is the emulated QX efficiency at the (z, I)

bin and wI is the number of candidates in the Ith bin of the intensity-spectrum. Fi-

nally, the weighted-average at each z-bin can be plotted in one dimension. This is

displayed in (a) of Figure 7.14 where a direct comparison to the online primitive ef-

ficiency can be made, whereas (b) corresponds to the MCA reconstructed εQX
πµµpzµµq

spectrum which is used in the analysis to reconstruct dΓ{dz. The MCA and online

primitive efficiencies in (a) agree to within 0.1% on average, after re-tuning the shuf-

fle fraction to get a close agreement. The new shuffle fraction is 0.62, corresponding

to increased time-ordering with respect to previously. The requirement to re-tune

is unsurprising, as the overall efficiency depends on the time ordering of the hits;

the emulator generates hits which are fundamentally different to the online coun-
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(a) (b)

Figure 7.14: Reconstructing the MCA QX efficiency for (a) K3π versus zπ`π´ where it can be com-
pared directly to the online primitive distribution, and (b) Kπµµ versus zµµ which is used directly in
the analysis.

terpart. The shape of the efficiency spectrum for K3π is flatter with zπ`π´ compared

to the reconstructed MCA approach. A systematic error of 0.5% is assigned to the

Kπµµ efficiency that can only be measured using this approach, corresponding to the

deviation at low zπ`π´ bins. The average Kπµµ is therefore measured to be,

εQX
πµµ “ 0.8756˘ 0.0001stat ˘ 0.0050syst, (7.10)

extracted from the flat-line in (b) of Figure 7.14. The shape is roughly the same for

Kπµµ as K3π, but 0.2% higher on average.

7.6 !LAV

The second component found to be flawed is the L1 !LAV algorithm, designed to

veto events containing at least two LAV hits with leading and trailing edges that are

consistent to within 10 ns of the L0 trigger time. The algorithm is applied in both

trigger streams to veto soft-photons from the large accidental K2π background. As

the algorithm criteria can easily be reproduced at the analysis level, simulating !LAV
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for MC yields two very different efficiencies for K3π and Kπµµ,

ε!LAV
MC3π

“ 0.9026˘ 0.0001stat, (7.11)

ε!LAV
MCπµµ “ 0.9562˘ 0.0001stat. (7.12)

For comparison, the MC K3π value can be compared directly to the data. Figure 7.15

contain the time and intensity-dependence of the algorithm for autopass K3π can-

didates. The normalisation efficiency provided by the flat-line in (a) is measured to

(a) (b)

Figure 7.15: The !LAV algorithm efficiency (a) with respect to time and (b) versus intensity. The red-
line in (a) is the average efficiency across the period. Like QX , the algorithm displays a large intensity
dependence, decreasing by « 40% across the spectrum. Some runs at low-intensity with ID > 6600
display a far higher efficiency than average.

be,

ε!LAV
3π “ 0.8056˘ 0.0005stat, (7.13)

which is 10% lower than the MC prediction and highlights the presence of a flaw.

The inefficiency is also driven by accidentals at higher beam intensity. As was ob-

served with QX , the low-intensity runs present at run ID > 6600 display a « 10%

higher-efficiency compared with the average.

7.6.1 Flaw with !LAV algorithm

Unlike QX , there is no technical limitation creating the inefficiency for the signal.

The !LAV algorithm works exactly as intended, but the flaw is that the algorithm is
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unsuitable for collecting unbiased samples of three-track decays. This because the

inefficiency has three components:

• A self-component, due to inelastic collisions and hadronic interactions with

material from the daughters in the decay.

• Accidental component, due to in-time large-angle photons or other non-decay

originating pions interacting with material.

• Combinatorial component, where hits from the self or accidental component

combine to fire !LAV if neither mechanism generated enough hits individually.

The self-component is dependent on the decay composition. Hadrons like pions

have a chance to interact in-elastically with material in the downstream of the de-

tector, leading to a high flux of particles at large opening angles. A study performed

using MC displayed that the dense RICH mirror is a hot-spot for inelastic pion col-

lisions, in which the subsequent hadronic shower creates hits in the LAV12 station,

causing !LAV to fail and the event to be vetoed [84]. This component can be de-

scribed by the GEANT4 simulation of hadronic showers in NA62MC, which leads

to the difference of prediction of the MC efficiencies in Equations 7.11 and 7.12. For

K3π decays, the self-component is maximal whereas Kπµµ contains only one pion,

and so the self-component is « 2.2 times smaller in comparison.

The intensity-dependent accidental component is of a similar size to the K3π self-

component based upon the magnitude average normalisation efficiency. This com-

ponent enters due to hadronic showers of accidental beam pions and the large rate

of K2π decays, but importantly, it will enter with an identical magnitude for both

normalisation K3π and signal Kπµµ. The added complication is the combinatorial

component. Though expected to be small, the magnitude depends on the num-

ber of hits in the tail due to the self-component, for cases where neither the self or

accidental components could veto !LAV individually. As both of the final two com-

ponents are absent from simulation, a simple MC conversion from K3π is unreliable

and a similar MCA approach to QX must be adopted.
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7.6.2 !LAV emulation

Unlike QX , the !LAV algorithm is software-based and can be simply reproduced

offline at the analysis stage. The offline algorithm can therefore be used on data to

get a comparison with the online efficiency. Figure 7.16 compares the emulated and

online algorithm efficiencies with respect to time and intensity as measured with

autopass K3π candidates. As there is no hit ordering dependence, the agreement

(a) (b)

Figure 7.16: Comparing !LAV algorithm and emulated L1 efficiencies in 2016A, where (a) is with
respect to Run ID and (b) is versus intensity. The offline emulation provides excellent agreement.

cannot be tuned. However, the agreement is excellent overall, with the emulated

efficiency entering as« 0.5% higher than the online-algorithm, but with very similar

responses for both time and intensity distributions.

7.6.3 DeterminingKπµµ !LAV efficiency

In order to measure the Kπµµ adequately, all three components of the inefficiency

need to be accounted for properly. The simplest approach is identical to the QX

strategy; perform a MCA measurement. To do this and account for all components,

accidentals must be extracted from data and injected accordingly. Figure 7.17 con-

tains the δT “ Ttrig ´ TLAV spectrum for LAV12, containing only hits with both lead-

ing and trailing edges. The peak at zero corresponds to the self-component with

flat accidental component sitting beneath, with two regions indicated for accidental

extraction as they are flat. The method, similar to QX , follows as,
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Figure 7.17: The δT distribution for LAV12. The large peak corresponds to the self-interactions,
residing on top of the flat-background component. Two regions for accidental extraction are labelled,
whereas the self region corresponds to the online window.

• Take the number of LAV hits in the lower timing side-band of the δT “ Ttrig ´

TLAV distribution, defined as offset by +50 ns with a ˘ 10 ns window.

• The number of accidental hits in this region is plotted versus the instantaneous

beam-intensity from the GTK between (0; 1200) MHz.

• The information is fed into the modified !LAV algorithm emulator, and a num-

ber of accidentals are extracted at random for any given intensity.

The emulated !LAV algorithm returns an efficiency based on all three components

at any intensity. As was performed for QX , both the ε!LAV
3π pzπ`π´q and ε!LAV

πµµ pzµµq

distributions were created using a two dimensional grid, and collapsed into one-

dimension by calculating the weighted-average at each z-bin. The first case is used

to verify the technique as the same spectrum can be extracted directly in data, whereas

the second is used directly to reconstruct dΓ{dz. Both distributions are contained in

Figure 7.18. On average, the emulated efficiency using the MCA approach for K3π is

0.6% lower than for the observed value in data. As the shape agreement is excellent,

this value is taken as a systematic for the Kπµµ measurement. As the accidentals en-

ter at the correct level in MC, the hadronic interactions appear to be over-predicted

for events containing three pions. The simulation is therefore expected to be even

better for Kπµµ as only one pion is in the event, as the systematic effect could be up
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(a) (b)

Figure 7.18: Reconstructing the MCA !LAV efficiency for (a) K3π versus zπ`π´ where it can be com-
pared directly to the online algorithm distribution, and (b) Kπµµ versus zµµ which is used directly in
the analysis.

to three times smaller. The average Kπµµ is therefore measured to be,

ε!LAV
πµµ “ 0.8419˘ 0.0002stat ˘ 0.0060syst, (7.14)

extracted from the flat-line in (b) of Figure 7.18. The shape is fairly different in com-

parison to K3π, especially at high zµµ bins where the efficiency appears to increase

linearly. Candidates in this region contain π` with transverse momentum PT typi-

cally close to zero, unlike elsewhere in the phase-space. This reduces the chance for

direct π` interaction, leading to !LAV being less likely to be fired. The behaviour is

not observed for K3π because all three daughters are pions.

7.7 MO2 (MUV3)

The MO2 component is unique to the Dimuon trigger, requiring at least two MUV3

outer pads to be within a 10 ns coincidence. The primitive is used to collect candi-

dates with two final state muons, a process which is relatively rare at NA62 except

for accidental pile-up of decays containing muons. As K3π is unsuitable, a different

process was used. Based on the low-mass background observed in the final dimuon

spectrum of Chapter 6, a sample of minimum-bias K` Ñ π`π`π´ Ñ π`µ`µ´ de-

cays were collected using the following criteria:
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• Passes the final NA62-like Kπµµ selection,

• Collected with the minimum bias control trigger,

• Candidate consistent within SR: |M3π ´MK` | ď 5 MeV/c.

TheK3π candidates surviving theKπµµ selection provide an ideal handle to measure

the MO2 component. Figure 7.19 compares the normalised MUV3 illuminations for

K3πÑπµµ measured in data compared to Kπµµ MC. Provided there is no geometric-

Figure 7.19: The MUV3 Illumination for left, K3πÑπµµ data and right Kπµµ in MC. Like the New-
CHOD, the first case is fundamentally K3π , with relatively lower opening angles. The absence of
candidates in the inner pads is an artefact of the selection, as candidates with only in-time outer pad
associations are selected, reducing the probability of association in this region.

based inefficiency, the illuminations in data are expected to be relatively similar. The

sacrifice for using such a natural equivalent to the signal is statistics, where only

« 104 decays appear for control-triggered events in 2016A, whereas closer to 107

candidates were available for K3π measurements. Figure 7.20 contain the time and

intensity dependence of the efficiency for these candidates, re-binned with respect

to previous distributions. The average MO2 efficiency for these decays as measured

by the red line in (a) is,

εMO2
K3πÑπµµ

“ 0.9710˘ 0.0019stat. (7.15)

To improve the precision of this measurement, the MO2 efficiency can instead be

measured using the Multi-track trigger sample. As the Multi-track is identical to
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(a) (b)

Figure 7.20: The MO2 primitive efficiency (a) with respect to time and (b) versus intensity for K3π Ñ

π`µ´µ´ minimum bias decays. The red-line in (a) is the average efficiency across the period. The
primitive displays a gentle intensity dependence which is limited by low-statistics.

the Dimuon trigger but without MO2, the decays collected are far more suitable.

Measuring the component using this stream also removes the double counting of

inefficiency. For example, if events are inefficient for RICH or QX , they could be

similarly inefficient for MO2. However, the inefficiency would be counted twice

when combining the results as the L0 criteria are not applied sequentially like L1.

Therefore, the Multi-track MO2 efficiency is expected to be higher and more likely

to reflect the real Kπµµ dependence. Additionally, the gain in statistics compared

to minimum bias is a factor of « 10. Using this sample, the zµµ dependence can

be plotted directly, as seen in Figure 7.21. The bins between the dashed grey lines

Figure 7.21: The MO2 Efficiency vs z in 2016A. The shape between the grey dashed lines represent
the measurement in data, which is then extrapolated using a linear fit to the full phase-space. The
variation across the region is « 3%.
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represent the data measurements, which do not occupy the full Kπµµ phase-space

denoted by the black lines. To extend the measurements for the full region, the

data points were fitted with a first order polynomial and extrapolated as denoted

by the orange line. This provides a measurement for the first two and last five bins.

The errors assigned to the bins are based on the errors on the gradient, taken at

a 68.3% C.L. As we are effectively blind to the true efficiencies in this region, the

variation of the chosen bins here (for example, a flat extrapolation) is considered as

a systematic error. The red-line denotes the average efficiency across the full phase-

space, measuring the MO2 efficiency for Kπµµ decays as.

εMO2
πµµ “ 0.9787˘ 0.0006stat ˘ 0.0010syst, (7.16)

which is almost 1% higher than for the control trigger minimum-bias sample and

with an error three times smaller. No clear shape change was observed with respect

to zµµ between using minimum bias and Multi-track samples.

7.8 Full trigger efficiencies

The full trigger efficiency for K3π Multi-track and Kπµµ Dimuon events is obtained

by calculating the product of each trigger component for each stream. Therefore, a

single Dimuon efficiency distribution in terms of zµµ is produced using the compo-

nents, as shown in Figure 7.22. The scale of the trigger efficiency is dominated by

both QX and !LAV, whereas the shape is mostly due to the change in MO2 efficiency

across the phase-space. The KTAG efficiency is included, taken as flat across the

phase-space and extracted directly from the K3π measurement. Table 7.2 contains

the trigger efficiencies for each component of the Dimuon and Multi-track triggers

for Kπµµ signal and K3π normalisation. The errors for K3π are purely statistical are

their magnitude reflects the large size of the sample. The same value is used for the

KTAG in both.

The flat line in the Kπµµ efficiency spectrum provides the overall signal trigger effi-

ciency, whereas K3π is extracted from the products in Table 7.2 with the final values
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Figure 7.22: The overall Kπµµ efficiency spectra vs z in 2016A. Left, the combined efficiencies and
right, the individual components. The scale is dominated by QX and !LAV, decreasing linearly
mostly due to the MO2 efficiency.

Table 7.2: Comparison of the trigger efficiency components for K3π and Kπµµ in 2016A. The MO2

mask is only present for the Kπµµ signal and the largest magnitude difference is for the !LAV algo-
rithm.

Component K3π Kπµµ

RICH 0.9863 ˘ 0.0001stat 0.9864 ˘ 0.0000stat ˘ 0.0060syst
QX 0.8740 ˘ 0.0002stat 0.8756 ˘ 0.0001stat ˘ 0.0050syst
MO2 - 0.9787 ˘ 0.0006stat ˘ 0.0010syst
KTAG 0.9802 ˘ 0.0002stat 0.9802 ˘ 0.0002stat
!LAV 0.8056 ˘ 0.0005stat 0.8419 ˘ 0.0002stat ˘ 0.0060syst

STRAWe 0.9587 ˘ 0.0003stat 0.9591 ˘ 0.0001stat ˘ 0.0050syst

as,

εFπµµ “ 0.6712˘ 0.0005stat ˘ 0.0137syst, (7.17)

εF3π “ 0.6526˘ 0.0005stat ˘ 0.0080syst. (7.18)

The combination of the trigger efficiency components by multiplication introduces

an additional systematic due to double-counting of inefficiency. As L1 is sequential,

and MO2 for Kπµµ measured using Multi-track events, the double-counting occurs

only when combining the RICH and QX efficiencies at L0. A discrepancy of 0.8%

was found when comparing the product RICH ¨QX with the direct measurement of

the overall L0 Multi-track efficiency using events which positive CHOD primitives.

However, as the systematic error is present with the same magnitude for both signal

167



and normalisation, it cancels directly in the ratio when normalising. With these final

measurements (Figure 7.22, Table 7.2), the trigger efficiencies can be fully accounted

for when reconstructing the dΓ{dz spectrum in bins of zπµµ as presented in Chapter 8.
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8
TheK` Ñ π`µ`µ´ analysis

In this chapter, the measurement of the K` Ñ π`µ`µ´ pKπµµq decay is presented.

By reconstructing the dΓ{dz spectrum, both the model-independent branching frac-

tion and the Low-Energy Constants (LECs) of the form factor are extracted from

the 2016A NA62 data set. As discussed in Chapter 2, both of the measurements

have been performed previously by the NA48/2 experiment, measuring BpK` Ñ

π`µ`µ´q = (9.62 ˘ 0.25) ˆ 10´8 and (a`, b`) = (-0.575 ˘ 0.039, -0.813 ˘ 0.145). In

general, the errors are dominated by low-statistics and the contribution from the

irreducible K3π background [48]. The analysis performed here uses the sample of

decays collected using the selection from Chapter 6 where the contribution from

background is suppressed to a negligible level, taking in to consideration the study

performed on the trigger efficiency in Chapter 7. A discussion of the resulting sys-

tematics effects is also provided.

8.1 Analysis strategy

In theory, the decay is described as a single virtual photon exchange where the shape

and magnitude of the spectra of variable zµµ “ pMµµ{MK`q
2 is dependent on the

transition form factor W pzµµq. Therefore, the partial decay-rate is described in terms

of zµµ, as

dΓπµµ
dz

“ ΩC
α2MK`

12πp4πq4
λ3{2

p1, zµµ, r
2
πq

d

1´ 4
r2
µ

zµµ

ˆ

1` 2
r2
µ

zµµ

˙

|W pzµµq|
2. (8.1)
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where ΩC is the Coulomb interaction term, rπ,µ “ Mπ,µ{MK` and λpa, b, cq “ a2 `

b2 ` c2 ´ 2ab´ 2ac´ 2bc. In χPT, the form factor W pzµµq is described as,

W pzµµq “ GFM
2
K`pa` ` b`zµµq `W

ππ
pzµµq, (8.2)

where W ππpzµµq is a dispersion term corresponding to the pion loop and form factor

parameters (a`, b`) are free low energy constants (LECs) which characterise all of

the other possible transition loops [42][44]. In order to extract the LECs using ex-

perimental data, the partial decay-rate dΓ{dz must be reconstructed. The strategy of

the analysis is therefore:

• Develop a Kπµµ selection to collect candidates with a negligible contribution

from all known backgrounds.

• Use a highly-symmetrical selection to collect an abundant normalisation sam-

ple which has similar properties to the signal decay.

• Tune the MC simulation to account for important detector and track-reconstruction

effects observed in the data.

• Compute the efficiencies and the effects of the trigger logic on both signal and

normalisation samples.

• Compute dΓ{dz based on the acceptances, trigger efficiencies and the number

of observed candidates for both signal and normalisation and extract both the

branching fraction and low-energy constants.

The first four points of the strategy were already addressed in previous chapters.

The development of a background-free selection for Kπµµ was presented in Chap-

ter 6, suppressing the systematic contribution of a large background zµµ spectrum.

A highly symmetric selection for normalisation K3π is also described, including the

tuning of the simulation to improve the agreement with reality. The trigger efficien-

cies were studied and measured extensively in Chapter 7 in order to obtain a Kπµµ

efficiency spectrum with respect to zµµ and also the overall normalisation efficiency

for K3π.
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The final piece of the strategy is to combine all of the information from previous

chapters to reconstruct the dΓ{dz spectrum. The candidates collected from the se-

lections are counted and presented in Section 8.2.1, including an estimate into the

level of neglibility of background in the Kπµµ sample. The signal acceptances, calcu-

lated with the newly tuned simulation, are presented in Section 8.2.2 and includes

a comparison of the shape with respect to zµµ without the tuning. Finally, the dΓ{dz

spectrum was reconstructed. The model-independent branching fraction was ex-

tracted by direct integration and the LECs were obtained by fitting the distribution

with Equation 8.1, after correcting for the effects of the Coulomb interaction term

ΩC and the non-linearity of the candidates in each bin. The propagation of system-

atic errors to both measurements is also performed, and the details are provided in

Section 8.2.3.

8.2 Reconstructing dΓ{dz

In this section, the reconstruction of the dΓ{dz spectrum with respect to zµµ is de-

scribed. The spectrum can be calculated in i bins of z following,

ˆ

dΓπµµ
dz

˙

i

“

ˆ

Ni ´N
B
i

N3π

˙

¨

ˆ

A3π

Ai

˙

¨

ˆ

ε3π
εi

˙

¨

ˆ

1

∆zi

˙

¨

ˆ

h̄

τK

˙

¨ BpK3πq. (8.3)

Each bracket is a combination of measurable quantities which must be known, with

three major components,

• Number of candidates: Ni and NB
i are the number of Kπµµ and background

candidates at the ith zµµ-bin. N3π is the total number of collected K3π normal-

isation candidates. This is calculated in Section 8.2.1 using the events passing

the selection developed in Chapter 6.

• Acceptances: Ai is the Kπµµ acceptance at the ith zµµ-bin, whereas A3π is the

total K3π normalisation acceptance. This is calculated in Section 8.2.2 after the

MC tuning described in Chapter 6.

• Trigger Efficiencies: εi is the Kπµµ trigger efficiency at ith zµµ-bin, whereas ε3π

is the total normalisation trigger efficiency. Both components were calculated

fully in Chapter 7 and are used here.
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The final parameters are independent of the measured samples. The bin-width ∆zi

is fixed to be the same size across the full decay phase-space, limited to 4r2
µ ď zµµ ď

p1´rπq
2. The measurement also requires two external inputs, both theK3π branching

fraction and K` life-time [55].

8.2.1 Number of candidates

The number of candidates enter in three places in Equation 8.3. Two quantities, Ni

and NB
i depend on the number of observed Kπµµ candidates and expected back-

ground in the SR at each z-bin. The quantityN3π is the integrated amount ofK3π de-

cays in the full sample collected using the normalisation trigger. Whilst theK3π sam-

ple statistically consistent with background-free at this sensitivity, a data-driven ap-

proach was performed to define a more reasonable Kπµµ SR and predict the amount

of background candidates present in each zµµ-bin.

8.2.1.1 Ni andNB
i

To measure both Ni and predict NB
i , the definition of the SR used to collect the

Kπµµ signal was tuned directly for the spectrum. The RooFit package was used to

build both a signal and background Probability Density Function (PDF) with four

components, two for signal and background respectively [85],

• A core Gaussian, to describe the Kπµµ signal near MK` .

• A second wider Gaussian, to pick up the non-Gaussian tails of the signal.

• An exponential slope, measured directly on the tail-end of the low-mass events

above 460 MeV.

• A second exponential, hypothesised as the contribution from TRIM5 upstream

background.

The first component provides a measurement of MK` as determined by the Kπµµ

candidates, useful for defining the SR, whilst the second is designed to better de-

scribe the non-Gaussian tails for the signal. The final two components, relating to

the background, are used to determine the amount of background in the newly de-

fined SR. The shape of the first exponential can be inferred directly by RooFit, but
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the second requires examination of the invariant mass spectra for TRIM5 decays,

which was suppressed in the selection development (see Section 6.4.1). As observed

in the left-hand-side of Figure 8.1, a second exponential is the natural choice for

these decays, instead of a generic flat component which was used by NA48/2 in

this region. To determine the value of the slope to be inputted into RooFit, the Z-

Vertex criteria for the selection was turned off and the region between (510; 540)

MeV was fitted with an exponential curve. In order to check that the shape of sur-

viving events did not change with respect to the cut on Z-Vertex, the criteria was

re-added in steps of 1 m between (102; 110) m and the shape re-fitted, as described

by the right-hand-side of Figure 8.1. As the linear slope of Figure 8.1 is consistent

Figure 8.1: Fitting TRIM5 background to extract the overall slope. Left: The Kπµµ invariant-mass
spectra with a Z-Vertex cut at 102m (from Filter); the red line corresponds to the exponential fit
across the high-mass region. Right: the TRIM5 slope parameter p0 after subsequently harder Z-
Vertex cuts. Statistics begin to suffer, but the slope is consistent with being flat as the gradient of the
first-order-polynomial fit is within one standard-deviation of zero. Only the points with adequate
statistics are included.

to within a standard-deviation of being flat across the Z-Vertex cut space, the pa-

rameter was fixed and added into the background PDF. As TRIM5 is a hypothesis,

the scale is free and is decided automatically by the number of candidates in the

upper sideband of the signal PDF. The final result can be seen in Figure 8.2, where

an extended maximum-likelihood fit has been performed [86]. The fit provides a

number of useful measurements with respect to invariant mass, summarised in the

first block of Table 8.1. The determined resolution σM is roughly unchanged, but the

region is shifted to use the central value found by RooFit. Equation 6.1 is modified
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Figure 8.2: The RooFit PDF spectrum. The black-dots correspond to the data-set, whereas the full
PDF is the combination of the four individual signal region and background functions. Only the
shape of the TRIM5 component is inferred indirectly, and its scale is dependent on the observation
of one event at « 505 MeV/c2.

to become,

|Mπµµ ´ 493.599| ď 5 MeV{c2, (8.4)

and is used to compute the number of signal candidates and expected background,

contained in the second block. The fit expects NS
πµµ “ 2676.98 candidates, com-

Table 8.1: The RooFit summary. The signal mass Mπµµ and resolution σM are determined and used
to define the modified SR in Equation 8.4. Using the modified SR, the number of signal NS and
expected background candidates NB is determined. The largest background contribution is from the
low-mass tail, with less than one background event expected in the SR in total.

Quantity Value
Mπµµ (493.599 ˘ 0.023) MeV/c2

σM (1.081 ˘ 0.032) MeV/c2

NS
πµµ 2676.98 ˘ 51.47

NB
Low´mass 0.54 ˘ 0.01

NB
TRIM5 0.24 ˘ 0.01

NB
Total 0.78 ˘ 0.02

pared to 2676 actual candidates observed. The largest background contribution

is expected to be from the low-mass tail events, which is approximately twice the

size of the TRIM5 contribution in the signal region. Regardless, less than one back-
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ground event is expected in total such that the signal to background ratio S{B is

« 3 ˆ 103. The lack of background is a significant improvement with respect to the

NA48/2 analysis, where« 52 background candidates were observed corresponding

to a S{B of « 60. The improvement is mostly because of the implementation of a

larger MNP33 current, increasing the separation between low-mass candidates and

the signal region.

With the number of signal and an estimate of the number of background candidates

determined, the zµµ-spectra can be produced. Whilst the number of background

is now predicted, the shape in zµµ is unknown. For the low-mass component, the

zµµ-spectra was observed directly, taking the shape from the distribution between

p460; 475q MeV/c2. The TRIM5 component, in addition to making mass-spectra

plots, is extracted as the zµµ-spectrum from candidates between p505; 540q MeV/c2

after a Z-Vertex cut of 102 m. Both spectra are appropriately scaled, and can be

seen in Figure 8.3. In general, the background components are only visible in log-

Figure 8.3: The 2016A z-spectra in left, log-scale and right, linear. The background contributes maxi-
mally for higher zµµ-values but many orders of magnitude below the signal. The linear-scale shows
some discrepancy between MC and data for the six bins between 0.21 ď zµµ ď 0.34.

scale and are typically four orders of magnitude below the signal in each bin. The

linear scale exposes a shape-discrepancy between MC and data for the six central

bins between 0.21 ď zµµ ď 0.34. The first three bins in this region sit approximately

one standard-deviation below the MC expectation, whereas the next three are closer

to two standard-deviations above expectation. Whilst the number of bins deviated

roughly in expectation for reasonable statistical fluctuations points, the proximity
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of the bins with respect to each other is suspicious. Two possible causes are due to

kinematic dependences,

• Distortion via the trigger stream.

• Differences between data-MC reconstruction efficiency.

However, the trigger efficiency varies by less than 2% across the sample as observed

in Figure 7.22, and the reconstruction effects do not drastically alter the acceptance

shape as observed in Figure 8.7. Without a valid explanation, the residual difference

must be taken as a systematic effect and propagated into the error analysis.

The choice of bin size is the result of dividing the full phase-space equally by sev-

enteen, leading to ∆zi = 0.0195. The bins are large with respect to the resolution

σzµµ “ 0.0011 , determined using the 107 Kπµµ MC sample after fitting the residual

of truth and reconstructed Z-Vertex with a Gaussian. The resolution is stable across

the phase-space, as seen in right-hand-side of Figure 8.4. One of the striking fea-

Figure 8.4: The zµµ-resolution for Kπµµ MC. Left, the residual between truth and reconstructed val-
ues, where the resolution is extracted via a Gaussian fit. Right, the resolution plotted with respect to
the reconstructed z.

ture of both distributions is a flat-component where the residual difference between

truth and reconstructed zµµ large. The effect, though altering only a small number of

candidates, is due to the π`µ` swaps (mis-identification of the π` as µ`), described
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previously. The swap-probability can be calculated using the spectrum, defined as:

Pswap “
NpCandidates ě ˘ 5σzq

NpTotalq
“ 0.0026˘ 0.0001. (8.5)

The effect of the swaps is expected to be larger in data due to accidental rate. As the

zµµ-spectrum is distorted as a result, it must be considered as a systematic source.

8.2.1.2 N3π

Unlike Kπµµ, only the integrated number of K3π candidates recorded in 2016A is

required. The caveat is the observed number does not reflect the total number as the

normalisation sample is recorded with a downscaled trigger. The K3π SR is defined

as,

|M3π ´MK` | ď 5 MeV{c2. (8.6)

used to count events surviving the K3π selection from the Multi-track trigger. Fig-

ure 8.5 contains the number of K3π across the full 2016A period, before and after

correcting for the trigger downscale. The raw number of K3π is found to be ,

Figure 8.5: The number of observed normalisation K3π across 2016A. The red distribution accounts
for the raw observed numbers, and the blue is after correcting for the normalisation trigger down-
scale.

NRaw
3π “ p2.278˘ 0.001q ˆ 107 (8.7)
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and the average downscale equates to a factor of 56. The final inferred number of

K3π is,

NˆD
3π “ p1.273˘ 0.001q ˆ 109 (8.8)

where the error is dominated by statistics.

8.2.2 Acceptances

The acceptance is a ratio defined as,

A “
NpCandidates passing selectionq

NpCandidates originating in fiducial volumeq
. (8.9)

The ratio is the fraction of decays which originated in the fiducial volume between

(102; 180) m that subsequently survived the full selection. It corresponds to the frac-

tion of candidates that we can expect to observe. As acceptance can only be calcu-

lated using MC samples, the simulation was tuned in Chapter 6 to match as many of

the data-taking conditions as possible, including sub-detector and intensity-dependent

reconstruction effects. Additionally, a data-MC comparison has been performed in

Appendix A which displays similarly good agreement for both Kπµµ and K3π sam-

ples.

As the acceptance for each sample depends on the residual intensity spectrum, the

acceptance is calculated using a similar weighted-average technique as the trigger

efficiencies in Chapter 7. A two-dimensional grid is reconstructed of zµµ against

intensity, as displayed in Figure 8.6, where each bin corresponds to the acceptance

at (zµµ, I). The acceptance is then determined at each zµµ-bin by constructing the

weighted average of the twelve 100 MHz intensity bins used in the grid,

Azµµ “
12
ÿ

I“0

wIAzµµ,I

wI
, (8.10)

where I in the intensity-bin index, Azµµ,I is the acceptance at the (zµµ, I) bin and

wI is the number of candidates in the Ith bin of the intensity-spectrum. Using the

weighted average approach across the full grid results in Figure 8.7, containing Ai,
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Figure 8.6: The two-dimensional Kπµµ acceptance grid. The diagonal labels correspond to the accep-
tance at each bin.

and the evolution of the Kπµµ acceptance from before the detector and reconstruc-

tion efficiencies were accounted for. The final corrected acceptances AFC are:

AFC
πµµ “ p11.607˘ 0.005q%, (8.11)

AFC
3π “ p10.847˘ 0.003q%, (8.12)

where AFC
πµµ is the integrated value of Ai across the full phase-space, and AFC

3π is de-

termined using the same weighted averaged approach but without the binning of

a kinematic variable. The signal acceptance is largest at the first zµµ-bin at « 15%,

but falls off dramatically for high zµµ. The effect of the modifications due to the de-

tector and reconstruction efficiencies is larger for Kπµµ, as the stringent µ˘ particle-

identification criteria leads to a sensitivity towards the MUV3 detector efficiency,

decreasing the acceptance by « 0.3% overall. The NewCHOD efficiency changes

the acceptance in both cases by less than 0.01%. The effect of the reconstruction

efficiency, decreases both acceptances by a similar magnitude to the MUV3 case,

by « 0.4%. Importantly, adding detector and reconstruction efficiencies does not

dramatically change the acceptance shape with respect to zµµ; the distortion of the
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Figure 8.7: The evolution of the Kπµµ acceptance plotted in bins of zµµ. The black line is the accep-
tance measured directly from the MC sample, the orange after adding the NewCHOD and MUV3
efficiencies and the pink is the final result after adding in the reconstruction efficiency and perform-
ing the weighted average approach. No change in shape is observed.

spectrum between 0.21 ď zµµ ď 0.34 observed in Figure 8.3 appears to be an inde-

pendent effect.

8.2.3 Results

8.2.3.1 Extracting the LECs

The reconstructed dΓ{dz against zµµ spectrum is presented in Figure 8.8. Both dis-

tributions are identical aside from the curves, which are the result of fitting with the

theoretical dΓ{dz shape provided in Equation 8.1. The left-hand plot corresponds

to positive LECs whilst the right-hand are negative, as the form factor enters into

the partial rate as |W pzq2|. The spectrum has been corrected for the Coulomb fac-

tor ΩC , shifting the distribution down by approximately 3% across the phase-space,

but most dramatically in the first zµµ-bin. Additionally, the effective zi values where

dΓ{dz is evaluated has been corrected to account for the effects of using large bin-

widths. As the underlying PDF has a shape that can vary rapidly within a large bin,

instead of placing zi at the bin-centre or bin barycentre, we evaluate for each bin,

Fpzlwq “
1

∆z

ż z2

z1

Fpziqdz, (8.13)
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Figure 8.8: The reconstructed dΓ{dz vs. zµµ spectrum for 2016A. Left, the positive form factor solu-
tion and right, the negative form factor solution. The positive case is preferred according to the fit
χ2.

where Fpzq is the prediction of the underlying PDF based on the NA48/2 measure-

ment (i.e dΓ{dz), ∆z is the bin-width, z1,2 are the lower and upper bin edges and

zlw is the true data-point position for bins of large-width [87]. To extract the model-

independent branching fraction, the dΓ{dz spectrum is integrated directly and nor-

malised to the K` decay width (h̄{τK`) without the Coulomb correction applied,

BpK`
Ñ π`µ´µ´q “ p10.429˘ 0.203stat ˘ 0.192syst ˘ 0.045extq ˆ 10´8, (8.14)

which is « 2σ larger than the NA48/2 and PDG-combined measurement. Despite

an improved statistical error due to the suppression of the background component,

the systematic error is almost twice the size of the previous measurement, domi-

nated by the zµµ-spectrum distortion. This is discussed further in Section 8.2.4.

To extract the LECs, the result can be presented in two-dimensional pa`, b`q space

versus the fit χ2, as displayed in Figure 8.9. Here, the minima are represented by

the yellow and grey stars, where yellow has the lowest χ2. Contours are displayed

for both, representing three standard-deviations. This leads to two sets of LECs pre-

sented in Table 8.2, where the positive solution is preferred by ∆χ2 “ 3.9. The sys-

tematic errors dominate over the statistical, again largely due to the zµµ´distortion.

Whilst the positive solution is preferred, only the negative can be compared with

NA48/2 where the NA62 measurement is in agreement to one standard-deviation
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Figure 8.9: The two-dimensional representation of the form factor extraction of pa`, b`q versus fit
χ2. The yellow and grey stars represent the minima, with the yellow case being the lowest χ2. The
contours represent the first three standard-deviations from the minima.

Table 8.2: The LECs in 2016A, included statistical, systematic and external errors. The positive solu-
tion is statistically preferred by ∆χ2 = 3.9.

Sign LEC Value χ2/NDF

Positive a` 0.366 ˘ 0.038stat ˘ 0.050syst ˘ 0.001ext 18.8/15
b` 2.220 ˘ 0.131stat ˘ 0.184syst ˘ 0.004ext

Negative a` -0.594 ˘ 0.037stat ˘ 0.048syst ˘ 0.001ext 22.7/15
b` -0.864 ˘ 0.128stat ˘ 0.175syst ˘ 0.004ext

for both parameters.

8.2.4 Systematics

To compare the measurement with previous analyses, a detailed study of the sys-

tematic effects has been undertaken. The systematic and external errors presented

in the final measurement above are described here. Any variable that enters into the

reconstruction of dΓ{dz can be considered a source of systematic error and therefore,

we break down the type of systematic into categories:

• Trigger Efficiency: As discussed in Chapter 7, the method used to obtain the

Kπµµ efficiencies lead to systematic terms,
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– RICH: The largest effect here is the disagreement between the primitive

and emulator efficiency. The systematic is taken from the maximum shape

fluctuation of the primitive efficiency from the average.

– QX : The systematic difference between the measured primitive efficiency

and the MCA emulated weighted-average approach was estimated by com-

paring the efficiency versus the zπ`π´ spectra for K3π candidates.

– MO2: As the efficiency versus zµµ distribution is extracted from K3πÑπµµ

decays, the efficiency distribution covers a small phase-space region than

for signal Kπµµ. The systematic is estimated by determining how different

models of extrapolation (flat, linear) affect the final measurements.

– !LAV: Similarly to QX , The systematic difference between the measured

primitive efficiency and the MCA emulated weighted-average approach

was estimated by comparing the efficiency versus the zπ`π´ spectra for K3π

candidates. Note that hadronic simulations are the largest issue, and are

expected to be a smaller effect for Kπµµ than for K3π.

– STRAWe: The only non-negligible contribution is due to the limitation of

the momentum-efficiency model. The systematic is taken from the maxi-

mum deviation between the data and fit at P pπ´q = 35 GeV/c.

• Acceptances also have a number of sources,

– The distortion observed in the zµµ-spectrum between 0.21 ď zµµ ď 0.34 was

not explained by reconstruction, detector or trigger-efficiency effects and

so is taken as a systematic. The effect is estimated by deliberately pulling

the Kπµµ acceptance distribution, estimated using the shape-difference be-

tween the data spectrum and trigger-corrected MC distribution, where the

latter is scaled to match the number of data events. The expected number is

not used to avoid bias, as the error would therefore account for any differ-

ences between the final values obtained between NA48/2 and NA62. This

is the largest systematic in the analysis.

– The statistical error of the K3π acceptance is treated as a systematic.

– The errors on the detector tile-efficiencies and data/MC reconstruction ra-

tio enter as a systematic effect, estimated by comparing the standard accep-
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tance with one where the efficiencies were Gaussian-smeared based on the

statistical error at each tile or momentum bin.

• Systematics due to background,

– RooFit provides the error in the expected number of background.

– Additionally, as the background shape inferred and not reliably known, we

also estimate the effect of a completely flat-background contribution set at

the scale of NB instead of the prediction based on TRIM5 or low-mass tail

events.

• Systematics due to bin properties,

– The non-negligible resolution on the zµµ variable means that bin-migration

is possible. The effect of this is simulated by Gaussian smearing the data

sample by the resolution to calculate the systematic difference.

– The effect of µ` mis-identification is also considered, which appear as π`µ`

swaps in the data sample. The swap-probability was determined based on

the resolution spectrum (Equation 8.5), and scaled to match data by esti-

mating the ratio of in-time MUV3 associations for three-track events be-

tween data and MC, found to a 10% effect. Approximately 7 mis-identified

candidates are predicted for this data sample. The effect was estimated by

randomly selecting candidates (using the swap-probability) and assigning

a random zµµ value instead of the measurement anywhere in the available

phase-space. The difference observed in the calculation is taken as the sys-

tematic error.

• The effect of external measurements,

– The measurement of the K3π branching fraction is an external parameter.

The error in this measurement has decreased by 3% since the NA48/2 anal-

ysis.

– Form factor only: the K` lifetime cancels for the branching fraction calcu-

lation (as the integral is divided by h̄{τK`), but not for the form factor fit.

The precision of the lifetime is « 0.2%.
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– Form factor only: the chosen data-point position in zµµ, corrected for the

effect of large bin-widths, takes input from the NA48/2 measurement. The

error in the position is taken from the overall error in those parameters

and is only available for one sign of solution, as the previous measurement

omits the positive LECs.

The size of the systematic contribution to the branching fraction due each source

is presented in Table 8.3. The largest systematic effect is due to the estimation of

the zµµ-spectrum distortion, followed by the trigger efficiency systematics and the

external measurement of the K3π branching fraction. For the form factor, the sys-

tematic contributions to the positive solution LECs are presented in Table 8.4, and

the negative solution in Table 8.5. Like for the branching fraction, the zµµ-distortion

effect is the largest term and as it drastically affects the shape of the spectrum, it is

the dominant error term overall. The effect is therefore likely to be the determining

factor in which sign of solution is statistically preffered. Additionally, the positive

solutions have slightly larger error terms due to the nature of the χ2 shape, which

increases more slowly than for the negative case.

Table 8.3: Systematic contributions to the 2016A Kπµµ model-independent branching fraction mea-
surement. The errors are split into categories and are factors of 10´8.

Type Systematic σBsyst [10´8]
up down

Trigger

RICH 0.063 -0.064
QX 0.059 -0.060
MO2 0.005 -0.005
!LAV 0.074 -0.075
STRAWe 0.054 -0.054

Acceptance
Aπµµ distortion 0.141 -0.141
A3π 0.003 -0.003
Detector efficiency 0.033 -0.033

Background NB 0.000 0.000
NB shape 0.000 0.000

Binning Resolution (z) 0.003 -0.0003
π`µ` swap 0.000 0.000

External BpK3πq 0.045 -0.045

Total 0.192 -0.192
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Table 8.4: Systematic contributions to the 2016A positive solution. The errors are split into categories
and measured for their effect on the measurement both up and down.

Type Systematic σasyst σbsyst
up down up down

Trigger

RICH 0.0015 -0.0015 0.0047 -0.0047
QX 0.0014 -0.0014 0.0044 -0.0044
MO2 0.0031 -0.0031 -0.0096 0.0096
!LAV 0.0017 -0.0017 0.0055 -0.0055
STRAWe 0.0012 -0.0012 0.0041 -0.0041

Acceptance
Aπµµ distortion 0.0491 -0.0491 -0.1818 0.1818
A3π 0.0000 0.0000 0.0002 -0.0002
Detector efficiency 0.0023 -0.0023 -0.0029 0.0029

Background NB 0.0000 0.0000 0.0001 0.0001
NB shape 0.0003 -0.0003 -0.0012 0.0012

Binning
Resolution (z) 0.0065 -0.0065 -0.0211 0.0211
π`µ` swap 0.0045 -0.0045 -0.0153 0.0153

External K` Lifetime 0.0004 -0.0004 0.0013 -0.0013
BpK3πq 0.0010 -0.0010 0.0033 -0.0033
Data point position 0.0005 -0.0005 0.0023 -0.0012

Total 0.0500 -0.0500 0.1840 -0.1840

Table 8.5: Systematic contributions to the 2016A negative solution. The errors are split into categories
and measured for their effect on the measurement both up and down.

Type Systematic σasyst σbsyst
up down up down

Trigger

RICH 0.0015 -0.0015 0.0047 -0.0047
QX 0.0014 -0.0014 0.0043 -0.0043
MO2 0.0030 -0.0030 -0.0094 0.0094
!LAV 0.0017 -0.0017 0.0055 -0.0054
STRAWe -0.0012 0.0012 0.0041 -0.0041

Acceptance
Aπµµ distortion 0.0465 -0.0465 -0.1721 0.1721
A3π 0.0000 0.0000 0.0002 -0.0002
Detector efficiency 0.0023 -0.0023 -0.0029 0.0029

Background NB 0.0000 0.0000 0.0000 0.0000
NB shape 0.0003 -0.0003 -0.0011 0.0011

Binning
Resolution (z) 0.0062 -0.0062 -0.0203 0.0203
π`µ` swap 0.0046 -0.0046 -0.0161 0.0161

External K` Lifetime 0.0004 -0.0004 0.0013 -0.0013
BpK3πq 0.0010 -0.0010 0.0033 -0.0033
Data point position 0.0004 -0.0004 0.0011 -0.0009

Total 0.0475 -0.0475 0.1750 -0.1750
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9
Future prospects

In this chapter, the future prospects of the K` Ñ π`µ`µ´pKπµµq analysis at NA62

are explored. As explained in Chapter 7, a number of flaws were discovered in the

Trigger and Data Acquisition (TDAQ) in the 2016 data. As a result, a number of large

systematic errors reduced the precision of the measurements. With efforts made by

experts to rectify these issues, both the form factor and branching fraction of the

Kπµµ decay are measured for 2017A, using an identical analysis approach to 2016A.

By comparing the difference in the systematic effects, the prospects of performing

the world’s most precise measurement of the Kπµµ are described below.

9.1 Strategy

In order to probe the future prospects of the Kπµµ measurement, the analysis must

be repeated using the 2017A data set. In general, the 2017A data set can provide an

insight to how the current selection strategy handles more challenging beam condi-

tions, and how changes to the TDAQ relative to 2016A can reduce systematic errors.

There are three important aspects to consider:

• Signal to background: the average instantaneous intensity for 2017 is 400.3

MHz, almost 130 MHz larger than the average for the 2016A data set. As a

result, the accidentals contribution is expected to be larger, possibly leading to

a non-negligible background component for the Kπµµ sample.

• Spectrum distortion: A systematic distortion of six bins of kinematic zµµ spec-
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trum in the region 0.21 ď zµµ ď 0.34 lead to the largest systematic error in the

whole of the 2016 analysis. The spectrum for 2017A must also be investigated.

• Trigger efficiency: Another large systematic contribution, much of the 2016A

trigger was found to be flawed for the Kπµµ analysis. In 2017A, many of the

inefficiencies have been rectified and the impact of the improvements must be

assessed.

Below, each of the three aspects is explored in detail. Section 9.2 contains the 2017A

Kπµµ and K3π samples, including an estimate of the 2017A background contamina-

tion and an investigation of the zµµ spectrum. The trigger efficiency is evaluated in

Section 9.3 and compared to 2016A values. Finally, the branching fraction and form

factor LECs for the 2017A data set is provided in Section 9.5, focusing specifically

on the same systematic errors that were relevant for the previous year.

9.2 Event sample

As described in Section 6.2, the 2017A sample is roughly the same size as 2016A,

with « 83000 reconstructed bursts available for analysis. The size of the sample is

expected to increase by a factor « 5 by the end of summer 2018 after the full data

reprocessing is complete. The normalisation (K3π) and signal (Kπµµ) samples were

collected with two different trigger streams that were reconfigured with respect to

2016:

• Multi-track trigger (2017A): RICH¨ QX Ñ KTAGÑ STRAWe,

• Dimuon trigger (2017A): RICH¨ QX ¨MO2 Ñ STRAWe.

At L0, all primitive generating firmware was improved, including a fix for the quadrant-

dependent flaw in the NewCHOD described in Chapter 7. At L1, the !LAV algo-

rithm was removed from both triggers, and the KTAG algorithm removed from

just the dimuon trigger so that exotic decays could be collected through the same

stream. Due to the data-acquisition rates in 2017, the Multi-track trigger used a

fixed D “ 100 for all runs, whilst the Dimuon trigger was downscaled by a factor

D “ 2. Of the available « 83,000 bursts, only « 68,000 are used in this study, cho-
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sen for where both the Multi-track and Dimuon triggers were performing nominally.

Using the final selection as presented in Section 6.5, the 2017A signal and normali-

sation spectra are displayed in Figure 9.1 For normalisation K3π, the distribution is

(a) (b)

Figure 9.1: The (a) K3π and (b) Kπµµ spectra for 2017A in log-scale, with the SRs. The bottom pad
shows the data-MC agreement based on the expected yields.

similarly as clean as 2016 (with background contamination « 0.1%), with excellent

MC agreement within the SR. The size of the sample is equivalent to:

N2017
3π “ p2.433˘ 0.001q ˆ 107 (9.1)

which corresponds to 2.433ˆ 109 K3π decays when accounting for the downscaling.

The Kπµµ sample is equally as promising, with no candidates in the upper mass

sidebands and a reasonably well-separated signal to background peak. Using the

RooFit package in an identical fashion to the 2016A analysis (see Section 8.2.1), (a)

of Figure 9.2 displays the total PDF describing the spectrum. The total number of

candidates collected in a SR defined as |Mπµµ ´ 493.705| ď 5 MeV/c2 is,

N2017
πµµ “ 2260. (9.2)

Which is equivalent to 4520 candidates when accounting for the downscale. No-

tably, the 2017A PDF is missing a high-mass component which was used in 2016
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(a) (b)

Figure 9.2: The 2017A RooFit PDF in (a) for theMπµµ spectrum and in (b), a comparison of the TRIM5
slope extraction between 2016 and 2017.

to describe the contribution from upstream decays. This component is predicted

in RooFit to be entering at the Op10´5q, which is four orders of magnitude smaller

compared to the previous year. This is mostly due to the smaller statistics, but also

because the slope which is extracted from the data with relaxed Z-Vertex cuts is

steeper. In (b) of Figure 9.2, the slope parameter p0 of this component versus in-

creasing Z-Vertex cuts is presented for 2017A, with the 2016A data-points displayed

for comparison. The 2017A slope is not consistent with zero, such that RooFit does

not find a suitable solution for this level of statistics with the gradient at Z-Vertex =

110 m.

The largest systematic error in 2016 was attributed to the apparent distortion of

the kinematic zµµ variable of six bins between 0.21 ď zµµ ď 0.34. Figure 9.3 dis-

plays the 2017A zµµ spectrum including a comparison to the MC expectation. Of the

seventeen bins, six are deviated by 1σ and one by 2σ which is within expectation

of statistical fluctuation. Importantly, the deviations are not in neighbouring bins,

suggesting that this sample does not suffer from the effect seen in the previous year.

However, this must be verified in the future by analysing the full 2017 data set when

the reconstructed data is available.
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Figure 9.3: The 2017A reconstructed zµµ spectra compared to MC expectation.

9.3 Trigger efficiency

9.4 Comparison to 2016

In 2017, the NA62 TDAQ was re-optimised for multi-track decays. The improve-

ments lead to the observation of higher trigger efficiencies with respect to 2016. The

difference is summarised quantitatively in Table 9.1 forK3π decays, whilst Figure 9.4

displays the 2017A efficiencies with respect to time and instantaneous intensity. The

Figure 9.4: The L0 and L1 trigger efficiencies in 2017, with left with respect to time and right versus
intensity. L0 are determined using the min-bias control trigger K3π and L1 using multi-track auto-
pass. The MO2 primitive measurement uses K3π Ñ π`µ`µ´ as an equivalent to Kπµµ signal.

most obvious improvement is the absence of !LAV, increasing the overall efficiency
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Table 9.1: Comparing 2016 and 2017 L0 and L1 efficiencies using K3π decays. The MO2 primitive
uses K3π Ñ π`µ`µ´ as an equivalent to Kπµµ signal. The QX efficiency has increased by almost
10%, while the !LAV is no longer present. The errors are statistical only; the magnitude reflects the
large size of the 2017A sample.

Primitive/Algorithm 2016A 2017A
RICH 0.9863 ˘ 0.0002stat 0.9977 ˘ 0.0000stat

QX 0.8740 ˘ 0.0005stat 0.9682 ˘ 0.0001stat

MO2 0.9787 ˘ 0.0006stat 0.9850 ˘ 0.0005stat

KTAG 0.9802 ˘ 0.0002stat 0.9942 ˘ 0.0002stat
!LAV 0.8056 ˘ 0.0005stat -
STRAWe 0.9587 ˘ 0.0003stat 0.9525 ˘ 0.0002stat

by 20%. The QX improvement is also large, with a 10% improvement. In general,

each other trigger component (except STRAWe) is more efficient by « 1%. Overall,

for multi-track K3π, the overall efficiency ε3π increases from « 65.9% to 91.5% from

2016 to 2017.

9.4.1 Emulator performance

In terms of the measurement of Kπµµ, both the RICH and QX trigger emulators are

needed to convert the efficiency from K3π decays. Figure 9.5 displays the difference

between the emulated and the online primitive efficiencies for K3π data for both

trigger components. The RICH in (a) displays a vast improvement relatively from

(a) (b)

Figure 9.5: Comparing 2017A RICH and QX primitive and emulated efficiencies; (a) is for RICH and
(b) for QX , where the latter shows an «1% disagreement.

2016. As the RICH firmware was more refined in 2017, the intensity distortion that

was observed in the previous year is absent, leading to an excellent agreement be-
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tween the online and emulated efficiencies. For QX , the largest geometric-related

component of the inefficiency was fixed. However, « 1% discrepancy is observed

between the online and emulated primitives in (b). As the efficiency is no longer

dependent on the hit-ordering, the emulator hits cannot be reshuffled as they were

in 2016. From other studies, it is understood that the discrepancy is present for any

primitive which requires more than one NewCHOD hit [88]. As a result, the MCA

approach remains the most suitable for the Kπµµ determination of QX . Figure 9.6

contains two distributions; (a) contains the validity of the approach, with the QX

efficiency plotted versus kinematic zπ`π´ for both the MCA approach and the online

primitives. In (b), is the Kπµµ equivalent, with the MCA efficiency versus zµµ which

is used directly in the dΓ{dz reconstruction. The kinematic dependence of the on-

(a) (b)

Figure 9.6: Reconstructing the 2017A MCA QX efficiency for (a) K3π versus zπ`π´ where it can be
compared directly to the online primitive distribution, and (b)Kπµµ versus zµµ which is used directly
in the analysis. The overall efficiency is « 10% higher with respect to 2016.

line primitive is flatter than the emulator. Despite the emulator disagreeing by« 1%

when used on the data, the MCA efficiency agrees to within 0.1%. As this is similar

to 2016, a systematic of 0.5% is adopted. Additionally, the two kinematic distribu-

tions are very similar, with the Kπµµ efficiency slightly higher on average than for

K3π.

In summary, the vast improvement in the RICH agreement and the lack of LAV

removes or reduces two of the three largest systematic errors relating to the trigger

efficiency for the rare-physics analysis, such that the 2017 data can be seen as the
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superior data set from the perspective of the TDAQ. The final 2017 Kπµµ efficiency

is presented in the left side of Figure 9.7 in bins of zµµ, which is the product the

individual components displayed in the right hand side. The scale of the plot is

Figure 9.7: The overall Kπµµ efficiency spectra vs zµµ in 2017A. Left, the combined efficiencies and
right, the individual components. The scale is dominated by STRAWe and the shape is dominated
by the MO2 kinematic dependence, the same as observed in 2016.

dominated by the STRAWe measurement, whilst the shape reflects the kinematic

dependence of the MO2 primitive. The trend of the distribution is strikingly similar

to 2016, but the average efficiency is « 91.1%, which is 24% greater than for the

previous year.

9.5 Result

Using the exact same methodology described in Chapter 8, the dΓ{dz versus zµµ

spectrum was reconstructed and fitted using the theoretical PDF. Figure 9.8 con-

tains the result of the procedure. Again, the model-independent branching fraction

is obtained by integrating the spectrum directly in the absence of the Coulomb cor-

rections and normalising to the K` decay-width:

B “ p9.637˘ 0.206stat ˘ 0.074syst ˘ 0.041extq ˆ 10´8, (9.3)
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Figure 9.8: The reconstructed dΓ{dz vs. zµµ spectrum for 2017A. Left, the positive form factor solu-
tion and right, the negative form factor solution. The χ2/NDF is smaller than for 2016A, with the
negative solution preferred by ∆χ2 = 0.9.

which is within 1σ of the both the NA48/2 measurement and the global fit [55]. The

2017A LECs are extracted with the coulomb corrected spectra and are contained in

Table 9.2: Again, the negative LECs are within 1σ of the previous measurement.

Table 9.2: The LECs in 2017A, included statistical, systematic and external errors. The negative
solution is statistically preferred by ∆χ2 = 0.9.

Sign LEC Value χ2/NDF

Positive a` 0.370 ˘ 0.041stat ˘ 0.006syst ˘ 0.001ext 17.3/15
b` 2.080 ˘ 0.140stat ˘ 0.017syst ˘ 0.005ext

Negative a` -0.593 ˘ 0.040stat ˘ 0.006syst ˘ 0.001ext 16.4/15
b` -0.735 ˘ 0.137stat ˘ 0.018syst ˘ 0.005ext

In 2017, the difference between the two solutions is far smaller, with the negative

solution being preferred by ∆χ2 = 0.9. Using the approach outlined in Section 8.2.4

for 2016, the same systematics have been estimated for 2017A to simply compare the

effect of the improvements discussed in the above sections. The magnitude of the

largest systematics is either drastically reduced or absent with respect to 2016, such

that the statistical errors are by far the largest uncertainties in the measurement.

Without the flaws in the trigger and the absence of a spectrum distortion, the largest

systematic term for both measurements is the MO2 efficiency extrapolation which

will be improved with larger data-set. Whilst a more careful approach is needed in

the 2017A analysis because the considered systematics are now small with respect

to the statistical error, they are at the correct order of magnitude required to compete
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with B-physics if a sample of the Op105qKπµµ decays is collected. It is expected that

with the full 2017 and 2018 data-sets, the analysis is well-suited to begin to approach

these targets.
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10
Conclusions

In this thesis, the 2016A data set from the NA62 experiment has been used to mea-

sure the branching fraction B of the K` Ñ π`µ`µ´ decay and extract the low-

energy constants (LECs) pa`, b`q of the transition form factor W pzq. In total, 2676

suitable candidates were collected with a negligible background, obtaining:

B “ p10.429˘ 0.203stat ˘ 0.192syst ˘ 0.045extq ˆ 10´8, (10.1)

a` “ 0.366˘ 0.038stat ˘ 0.050syst ˘ 0.001ext (10.2)

b` “ 2.220˘ 0.131stat ˘ 0.184syst ˘ 0.004ext (10.3)

where the branching fraction is 10% larger than the previous measurements, but

consistent to within two standard deviations. The positive LECs are preferred over

the negative solutions by ∆χ2 “ 3.9. The error in the branching fraction is dom-

inated by limited statistics, but contains a systematic contribution that is a similar

order of magnitude. This is mostly because of the notably distorted zµµ-spectrum

and the complicated nature of the trigger inefficiency. One of the major contribu-

tions of this thesis is the understanding of the 2016A trigger inefficiencies and how

they can be handled in future analyses. In the case of the LECs, the zµµ-distortion is

the largest systematic contribution and dominates instead of the statistical term.

In 2017, a new and improved data set was recorded, where most of the dominant

systematic errors in the 2016A analysis were either removed or suppressed. In total,
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2260 suitable background-free candidates were collected, obtaining:

B “ p9.637˘ 0.206stat ˘ 0.074syst ˘ 0.041extq ˆ 10´8, (10.4)

a` “ ´0.593˘ 0.040stat ˘ 0.006syst ˘ 0.001ext (10.5)

b` “ ´0.735˘ 0.137stat ˘ 0.018syst ˘ 0.005ext (10.6)

which is consistent to within a standard deviation of previous measurements. In

2017, the negative LECs are the preferred with ∆χ2 “ 0.9, and with a smaller

χ2/NDF overall. Now, the statistical errors are by far the most dominant and the

largest systematic effect is from the extrapolation of the MO2 efficiency to cover the

full phase-space of zµµ. It is clear from the difference between the 2016 and 2017 re-

sults that the measurement is extremely challenging. In order to truly determine the

correct sign of the LECs, all of the available statistics must be used. As a data sample

a factor of « 10 larger expected from 2017 and 2018, the most precise measurement

of both the branching fraction and LECs will be achieved in the near future, with

the aim to begin approaching a precision of the Op10q better.

To perform precision measurements of processes such asK` Ñ π`µ`µ´ or the ultra-

rare K` Ñ π`νν̄, high performance tracking is required. Firstly, the MNP33 fringe

field map was modelled and tested for its accuracy. As a result, the propagation of

the charged tracks in the simulation is to within a high-level of agreement with re-

ality. A computation which calibrates the spectrometer momentum calculation was

also developed. By selecting a sample ofK3π decays and finding the ideal pα, βq con-

stants to achieveM3π «MK , the computation improves the stability and accuracy of

the momentum determination regardless of the data-taking conditions of the exper-

iment. The computation is used in the data-reprocessing, and is performed for au-

tomatically for every new run at NA62. By introducing these two components, the

accuracy of the momentum calculation in both simulation and data has increased,

improving the prospects for nearly all future rare K` analyses at NA62.
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Appendix A

K3π,Kπµµ data-MC comparison
The data/MC agreement is presented for K3π (red) and Kπµµ (orange) candidates

collected with the final selection described in Chapter 6. The comparison is per-

formed for vertex and track related variables.
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Figure A.1: Distributions of (a) the reconstructed longitudinal vertex position Z-Vertex and (b) the
reconstructed vertex momentum P´Vertex for K3π signal and MC. Cuts are applied between (110;
165)m for (a), and between (73; 77) GeV/c for (b). The largest discrepancy enters in (b), but is ex-
pected to cancel via normalisation with the Kπµµ sample.
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Figure A.2: Distributions of (a) the reconstructed vertex-nominal-beam CDA and(b) the recon-
structed vertex transverse momentum PT for K3π signal and MC. Cuts are applied as <50 mm for
(a), and <30 MeV/c for (b).
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Figure A.3: Distributions of (a) the reconstructed π` track momentum and (b) the reconstructed π`

opening angle ΘR for K3π signal and MC. Cuts are applied between (8; 48) GeV/c for (a), while ΘR

is used by the Kπµµ PID only.
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Figure A.4: Distributions of (a) the reconstructed π´ track momentum and (b) the reconstructed π´

opening angle ΘR for K3π signal and MC. Cuts are applied between (8; 48) GeV/c for (a), while ΘR

is used by the Kπµµ PID only.
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Figure A.5: Distributions of (a) the reconstructed longitudinal vertex position Z-Vertex and (b) the
reconstructed vertex momentum P´Vertex for Kπµµ signal and MC. Cuts are applied between (110;
165)m for (a), and between (73; 77) GeV/c for (b). The largest discrepancy enters in (b), but the shape
is very similar to the normalisation sample in Figure A.1.
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Figure A.6: Distributions of (a) the reconstructed vertex-nominal-beam CDA and(b) the recon-
structed vertex transverse momentum PT for Kπµµ signal and MC. Cuts are applied as <50 mm
for (a), and <30 MeV/c for (b).
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Figure A.7: Distributions of (a) the reconstructed π` track momentum and (b) the reconstructed π`

opening angle ΘR for Kπµµ signal and MC. Cuts are applied due between (8; 48) GeV/c for (a), and
<8.5 mrad for (b).
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Figure A.8: Distributions of (a) the reconstructed µ´ track momentum and (b) the reconstructed µ´

opening angle ΘR for Kπµµ signal and MC. Cuts are applied between (8; 48) GeV/c for (a), and <9.0
mrad for (b).

212


	Introduction
	Theoretical motivation
	The K++ decay
	CKM framework
	Unitarity
	Theoretical prediction of K
	Experimental status

	The K+++- decay
	Anomalies in flavour physics
	Lepton flavour universality
	The form factor
	Experimental Status


	The NA62 experiment
	Experimental strategy
	NA62 Beam-line
	Detectors at NA62
	Detector overview
	Tracking
	GigaTracker (GTK)
	Straw spectrometer (STRAW)

	Particle Identification
	Kaon Tagger (KTAG)
	RICH

	Hodoscopes
	NA48 Hodoscope (CHOD)
	NewCHOD

	Photon Veto
	Large Angle Veto (LAV)
	Liquid Krypton calorimeter (LKr)
	Small Angle Veto (SAV)

	Muon Veto
	MUV1,2
	MUV3


	Trigger and data acquisition (TDAQ)
	The trigger logic
	L0 primitives
	L1 algorithms


	Simulation of the MNP33 fringe field
	Motivation for mapping fields
	Measurement sample
	Blue-tube planes
	Grey-tube planes

	Building the field-map
	Measurement deletion
	Plane interpolation
	Linking the fringe map with MNP33
	Fringe field downstream of MNP33

	Overall Performance
	Fringe field systematics
	Contribution to field integral


	Development of a spectrometer calibration procedure
	Motivation
	Correction Model
	The  parameter
	The  parameter

	Calibration Procedure
	Exploiting K3 decays

	Calibration algorithm
	Tuning the fit

	Results
	In 2016
	In 2017 
	Simulation
	Misalignment in the spectrometer
	Scaling the MNP33 field

	Monitoring


	Event selection
	Strategy
	Data samples
	Recorded data samples
	MC samples
	Tuning the MC
	Sub-detector efficiency
	Three-track reconstruction efficiency
	Applying detector efficiencies


	Base-line selection
	Base-line vertex and track requirements
	Base-line particle identification
	Base-line spectra

	Developing the NA62 selection
	Tuning vertex and track criteria
	Tuning PID and including precision timing

	The final selection
	Track and vertex requirements
	Kaon identification
	Decay identification
	The final spectra


	Measuring trigger efficiency
	Strategy
	KTAG
	RICH
	STRAWe
	QX (NewCHOD)
	Flaw in the NewCHOD firmware
	QX emulator
	Determining K QX efficiency

	!LAV
	Flaw with !LAV algorithm
	!LAV emulation
	Determining K !LAV efficiency

	MO2 (MUV3)
	Full trigger efficiencies

	The K+ + + -  analysis
	Analysis strategy
	Reconstructing d/dz
	Number of candidates
	 Ni and NBi
	N3

	Acceptances
	Results
	Extracting the LECs

	Systematics


	Future prospects
	Strategy
	Event sample
	Trigger efficiency
	Comparison to 2016
	Emulator performance

	Result

	Conclusions
	Appendix K3, K data-MC comparison

