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Abstract

A study of the radiative leptonic K+ → e+νeγ kaon decay is reported, using a partial

sample of data collected by the NA62 experiment at CERN in 2007. The signal event

selection, the study of trigger efficiencies and the measurement of form factors are

presented. The main systematic uncertainties associated to the analysis are discussed

and preliminary results on form factor parameters are obtained:

V0 = 0.0946± 0.0018stat ± 0.0170syst

λ = 0.521± 0.055stat ± 0.052syst

with a statistical correlation between parameters of −0.94 and ∼ 100% correlation

between systematic errors.

The outcome of a test run performed at CERN in October 2011 for the commission-

ing of a Cherenkov differential counter to be used for the charged kaon identification

in the near-future NA62 research programme, is reported. The counter’s ability to

distinguish between kaons and pions is validated by pressure scan results. Tests of

various combinations of standard and new read-out technology and electronics are

presented. The time resolution of the new photon detector technology (Hamamatsu

R7400-U03 PMT) to be replaced for the detector upgrade in NA62 is measured:

σT = (251± 2)ps .
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Introduction

Kaon physics plays an important role in the comprehension of the flavour structure

of the Standard Model (SM). The study of kaon decays allows the exploring of a wide

range of flavour physics: some examples are quark mixing, charge-parity (CP) viola-

tion, the suppression of flavour-changing neutral currents (FCNC) and lepton flavour

violation (LFV). Since the discovery of kaons, the studies of kaon decays have helped

in shaping the SM, unravelling the underlying symmetries and dynamics of intera-

ctions in the flavour sector. Due to the interplay between strong, electromagnetic and

weak dynamics, kaon decays have a large sensitivity and can provide stringent tests

of weak interactions universality and quantum chromodynamics (QCD).

The work accomplished for this PhD thesis has been carried out within the NA62

fixed-target experiment at CERN. NA62 represents the current kaon physics research

programme at CERN and it is a third upgrade of the NA48 detector located in the

Super Proton Synchroton (SPS) north area. The NA62 research programme had a pre-

liminary phase devoted to a precision test of Lepton Flavour Universality (LFU) [1]

but its main purpose is the study of the ultra-rare kaon K+ → π+νν̄ decay. During the

former phase, in 2007, data were collected with the beam line and setup from the pre-

decessor NA48/2 experiment to measure the ratio RK of charged kaon leptonic decay

rates: K → eνe/K → µνµ. Exploiting the same data set, the study of other interesting

kaon decay channels came as a by-products. The latter phase, currently undergoing,

foresees a technical run with almost 70% of the NA62 detector layout in place (October

2012); the final data taking is scheduled in about two years from this run.

The PhD thesis is organised into two parts: one describes the study of the radiative

leptonic K+ → e+νeγ (SD+) kaon decay performed with the data collected by NA62

in 2007, and one refers to the current research and development status of the NA62

detector. The first chapter combines the underlying theoretical frameworks: the Chi-

ral Perturbation Theory (χPT) for the description of low-energy hadronic dynamics,

which dominates in K+ → e+νeγ (SD+), and the theoretical mechanism of suppressed

high-order quantum loop interactions (penguin and box diagrams), which describe
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the K+ → π+νν̄ decay. The second chapter gives a description of the NA48/2 beam

line, experimental apparatus and data acquisition system with particular care to the

sub-detectors involved in the K+ → e+νeγ (SD+) analysis. In the third chapter the

signal event selection, the study of trigger efficiencies and the measurement of form

factors are presented; a study of the main systematic uncertainties associated with the

analysis and the preliminary results on form factors are shown. The fourth chapter

introduces the second part of the thesis with an overview of the NA62 beam line and

detector; the strategy for the measurement of the branching ratio BR(K+ → π+νν̄) is

presented here. The fifth chapter focuses on a Cherenkov differential detector to be

used for both the K+ → π+νν̄ event reconstruction and the background suppression.

The principle of operations of the detector and a simulation of the readout system are

discussed; some tests of the technology for the Cherenkov photon detection are illu-

strated. The last chapter reports the procedures and findings of a test run performed at

CERN in October 2011 for the Cherenkov detector commissioning: the counter ability

to distinguish between kaons and pions is validated. Tests of various combinations

of standard and new read-out technology and electronics are presented. The detector

performance in terms of kaon identification efficiency (> 95%) and time resolution (∼
100 ps) is discussed.
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Chapter 1

Theoretical framework

Depending on the type of particles produced in a kaon decay, it is possible to

distinguish between several overlapping categories such as: leptonic, semi-leptonic

and hadronic decays. The QCD, describing strong interactions between quarks and

gluons in the Standard Model (SM), has a non-perturbative nature below the energy

scale of the chiral symmetry breaking (E� Λχ ∼ 1 GeV). The dynamics of these low-

energy hadronic interactions can be studied in an appropriate theoretical framework

(Chiral Perturbation Theory - χPT [2, 3]), which provides a parameterisation of the

strong interactions in terms of momenta and light meson masses using a small num-

ber of unknown coupling constants, the so-called low-energy constants (LECs). χPT is

an effective low-energy theory of the SM which allows to extract predictions on many

kaon decays, including rare and radiative modes. An overview of χPT can be found

in [4–7].

By definition, radiative leptonic kaon decays involve leptons and photons in the

final state. Similarly to the approach described above, the decay amplitude for electro-

weak interactions is expanded in terms of momenta and quark masses. To obtain

reliable predictions from χPT, the expansion parameters need to be small compared

to the physical scale of the chiral symmetry breaking. This is indeed the case for kaon

decays because mK < 1 GeV. The quality of χPT predictions relies to a large extent on

the knowledge of the LECs involved in the parameterisation of the interactions. In

radiative leptonic kaon decays the corresponding LECs, up to O(p4), have already

been experimentally determined. As a consequence, high precision has been achieved

in the theoretical predictions for a large number of channels; this makes these pro-

cesses worth investigating and enhances their potential to catch sight of new physics

(NP). As an example, the study of lepton polarisation effects, depending on the vector
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and axial-vector form factors of the structure-dependent parts, can lead to indirect

evidence of physics beyond the SM [8, 9].

1.1 The K+ → e+νeγ decay

Figure 1.1: Feynman diagrams contributing to the K+ → e+νeγ process: “Inner

Bremsstrahlung” (left) and “Structure Dependent” (right).

The K+ → e+νeγ (K+
e2γ) process receives three contributions to the total decay am-

plitude: “Inner Bremsstrahlung” (IB), “Structure Dependent” (SD) and a term of in-

terference INT between the IB and SD components [10, 11]. The Feynman diagrams

contributing to the process K+
e2γ are shown in Fig. 1.1. The IB part is purely electro-

magnetic as the photon is emitted by the positron via bremsstrahlung. At the lowest

order this component can be predicted from the non-radiative K+
e2 amplitude [12].

The SD part receives electro-weak and hadronic contributions and is sensitive to the

kaon structure: the effective kaon coupling to the photon proceeds through vector and

axial-vector currents, which are parameterised in terms of vector and axial-vector form

factors (FV , FA). The kaon is spin-less so that the coupling depends only on the mo-

mentum transfer p = pK − q, where pK and q are the kaon and photon four-momenta.

In order for the corresponding matrix element to be Lorentz invariant the coupling is a

function of the Lorentz scalar p2 = (pK − q)2, thus implying a p2-dependence for (FV ,

FA). Depending on the polarisation of the radiative photon two SD components can be

distinguished1: one with positive photon helicity (SD+, sensitive to FV + FA couplings)

and one with negative (SD−, sensitive to FV − FA couplings). Their corresponding in-

terference terms with IB are denoted as INT+ and INT−. Terms of given helicity may

1There is no interference term between the two SD components.
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be disentangled from kinematical analysis and lead to a deeper understanding of the

kaon structure. Predictions for FV(p2) and FA(p2) exist from low-energy systematic

operator expansion (χPT up to the next-to-next-to-leading order [13], for example

vector meson dominance (VMD) and chiral constituent quark model (CQM)) and from

other specific models (like light front quark model (LFQM) [9]). The K+
e2γ analysis pre-

sented in this thesis has the potential to reach an accuracy ∼ 5 times better than the

current experimental status. From the theoretical point of view, the importance of the

K+
e2γ decay measurement is that it allows a quantitative comparison of the theoretical

predictions. Moreover, it might also be useful for future experiments for which K+
e2γ is

a source of background.

1.1.1 Matrix elements and form factors

Let us consider the K+
e2γ process:

K+(pK)→ e+(pe)νe(pν)γ(q), (1.1)

where pK, pe, pν and q are the four-momenta of K+, e+, νe and the photon, respectively;

γ is real with q2 = 0. The matrix element M can be written in terms of IB and SD

contributions [4, 9, 11]:

M =MIB +MSD, (1.2)

MIB = ie
GF√

2
V∗usFKε∗µKµ, (1.3)

MSD = −ie
GF√

2
V∗usε

∗
µHµνLν, (1.4)

with

Kµ = meū(pν)(1 + γ5)

(
2pµ

K
2pK · q

− 2pµ
e + q/γµ

2pe · q

)
v(pe), (1.5)

Hµν = i
FV(p2)

mK
εµναβqα(pK)β −

FA(p2)

mK
(q · pgµν − pµqν), (1.6)

Lµ = ū(pν)γµ(1− γ5)v(pe), (1.7)

pµ = (pK − q)µ = (pe + pν)
µ. (1.8)

The coupling constants appearing in both IB and SD terms are the electron charge e,

the Fermi constant GF and the Cabibbo-Kobayashi-Maskawa (CKM) matrix element

Vus; these come from the electro-weak decay structure and the transition between u

and s̄ quark states embedded into the K+ meson. The photon polarisation vector εµ

5



satisfies the gauge condition qµεµ = 0 and the leptonic states (outgoing positron and

neutrino) are described by the spinors u(pν), v(pe).

The IB matrix element (MIB) is factorized into the kaon decay constant FK and

a leptonic charged weak current Kµ between the positron and the neutrino in the fi-

nal state. The kaon structure is embedded into FK, while pK contributes to Kµ as a

point-like particle in electro-weak interactions. For the computation of this term the

covariant form of Dirac equations for the positron and neutrino fermionic states are

used: (pe/− me)v(pe) = 0 and ū(pν)pν/ = 0, where p/ = γµ pµ is the usual contraction

between the Dirac gamma matrices (γµ) [14] and four-vectors. The positron equation

gives the electron mass me inMIB. The gamma matrices γµ, with µ = 0, 1, 2, 3, allow

to define the function ū ≡ u†γ0, where u† represents the hermitian conjugate, and the

matrix γ5 = iγ0γ1γ2γ3. The definition of q/ is the same as for p/.

The SD matrix element (MSD) contains an antisymmetric tensor Hµν acting on a

leptonic charged weak current Lν; the former is parameterised in terms of the form

factors FV(p2) and FA(p2). The transferred momentum p has been defined above; mK

is the kaon mass; εµναβ and gµν are metric tensors running on four-vector components.

The dot (or scalar) product between four-vectors is defined as the sum over repeated

indices: q · p = qµ pµ. The contravariant form of a vector is obtained from its covariant

form as follows: qµ = gµνqν. Both Kµ and Lν show the vector and axial-vector (V ± A)

structure which characterises the weak currents; this translates into the presence of

(1± γ5) projection operators encoding the parity violation.

Theoretical predictions for the IB part do not depend on a specific model. The SD

part depends on FA and FV , which are analytical functions of p2 in the physical allowed

region: m2
e ≤ p2 ≤ m2

K. At the leading order in χPT (tree level), which from previous

considerations is O(p2), both form factors do not contribute (FA = FV = 0) and the

only non-vanishing term of the amplitude comes fromMIB [15]. At next-to-leading

order in χPT (one-loop level), which corresponds toO(p4) because the chiral counting

proceeds in double powers of p, the predictions still rule out any dependence on p2

and both form factors are constant:

FA =
4
√

2mK

FK
(lr

9 + lr
10),

FV =
mK

4
√

2FKπ2
, (1.9)

where lr
9 and lr

10 are renormalised low-energy couplings [4]. At next-to-next-to-leading

order in χPT (two-loop level), corresponding to O(p6), the form factors exhibit a de-

pendence on p2: more renormalised low-energy couplings (up to 100) and additional
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terms in p2 are used in the explicit expression of the form factors, which can be sum-

marised as follows:

FA(p2) =
4
√

2mK

FK
(lr

9 + lr
10) + CA + C′A p2,

FV(p2) =
mK

4
√

2FKπ2
+ CV + C′V p2. (1.10)

The first terms entering Eqs. 1.10 correspond to the χPT predictions at O(p4) (Eqs.

1.9), while CA,V and C′A,V are constants including the renormalised low-energy cou-

plings used in the chiral expansion at O(p6). A detailed computation of both form

factors in χPT atO(p6) is reported in [13]. The numerical predictions of FA,V in χPT at

O(p4) and O(p6), as well as in LFQM, are reported in the next section.

1.1.2 Kinematics

In order to describe the kinematics of the K+
e2γ decay, two dimensionless Lorentz-

invariant variables are introduced [15]:

x =
2pK · q

m2
K

, y =
2pK · pe

m2
K

. (1.11)

These variables satisfy the following constraints:

0 ≤ x ≤ 1− re, 1− x +
re

1− x
≤ y ≤ 1 + re,

where re = m2
e /m2

K. The relation between the momentum transfer p2 and x is:

p2 = m2
K(1− x). (1.12)

In the kaon rest frame, x (y) is proportional to the photon (positron) energy:

x =
2E∗γ
mK

, y =
2E∗e
mK

. (1.13)

The partial decay rate for K+
e2γ can be written as [16]:

dΓ(K+
e2γ) =

1
(2π)3

1
8mK
|M|2dE∗γdE∗e ,

whereM is defined in Eq. 1.2. Using Eqs. 1.3-1.8 and 1.13 one can obtain the double

differential decay rate of K+
e2γ in the kaon rest frame:

d2Γ(K+
e2γ)

dxdy
=

m5
K

64π2 αG2
F|Vus|2(1− λ)A(x, y), (1.14)
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where λ = (x + y − 1 − re)/x and α = e2/4π is the fine-structure constant. The

amplitude A(x, y) can be written as the sum of the contributions [9]:

A(x, y) = AIB(x, y) + ASD±(x, y) + AINT±(x, y),

AIB(x, y) =
4re|FK|2

m2
Kλx2

[
x2 + 2(1− re)

(
1− x− re

λ

)]
, (1.15)

ASD+(x, y) = |FV + FA|2
x2λ2

1− λ

(
1− x− re

λ

)
, (1.16)

ASD−(x, y) = |FV − FA|2x2(y− λ), (1.17)

AINT+(x, y) = − 4re

mK
Re
[
FK(FV + FA)

∗] (1− x− re

λ

)
, (1.18)

AINT−(x, y) =
4re

mK
Re
[
FK(FV − FA)

∗] (1− y + λ

λ

)
. (1.19)

Due to the smallness of the electron mass, the contributions to the decay rate from

INT± (Eqs. 1.18-1.19) are negligible. The IB and SD± contributions to the differential

decay rate are represented as functions of x and y in Fig. 1.2; the distributions are obvi-

ously different and, in principle, one can determine the rate of each term by choosing

the appropriate kinematical region of observation.
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Figure 1.2: Contributions to the differential decay rate d2Γ(K+
e2γ)/dxdy (expressed in

GeV) from the SD+ (left), SD− (centre) and IB (right) terms at O(p6) in χPT .

1.1.3 Form factor predictions

Figure 1.3 shows the dependence of the form factors FV(p2) and FA(p2) on the

transferred momentum, as predicted by χPT at order O(p4), O(p6) and LFQM. As

already mentioned, χPT at O(p4) predicts constant form factors, while at O(p6) the

form factors exhibit a p2 dependence. In particular, in the framework of χPT atO(p6),

FA predictions show a small (negligible) dependence on p2 (FA(p2) ' FA(0)), while
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for FV a significant slope (linear dependence) on p2 (or equivalently on x, see Eq. 1.12)

is predicted [9]:

FV(x) = FV(0) · [1 + λ(1− x)] . (1.20)

In the LFQM the x dependence is more complex [9].

Model FV(p2 = 0) FA(p2 = 0)

O(p4) 0.0945 0.0425

O(p6) 0.082 0.034

LFQM 0.106 0.036

Table 1.1: The K+
e2γ form factors at p2 = 0 in χPT at O(p4), O(p6) and LFQM [9].

χPT predictions at O(p6) can use alternative models for the coefficients of the chi-

ral expansion, such as the vector meson dominance (VMD) and the chiral constituent

quark model (CQM) [17]. The former describes the dynamics of interactions below

the chiral breaking scale with the exchange of a vector meson. The latter relies on

the assumption that the vertices are associated with quark constituent loops. The

χPT predictions at O(p6) presented throughout this chapter are based on the VMD

model, unless specified otherwise.

Theoretical predictions for the form factors F(0) in the various models are sum-

marised in Tab. 1.1. Fig. 1.4 shows the vector form factor FV as a function of the

momentum transfer p2: the dotted line corresponds to the χPT predictions at O(p4);

p2 (GeV2)

F V

p2 (GeV2)

F A

Figure 1.3: Theoretical predictions in χPT at O(p4), O(p6) and LFQM for FV (left) and

FA (right) as a function of the squared momentum transfer [9].
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the solid line represents the χPT predictions at O(p6); the dashed line shows the

χPT predictions at O(p6) in the CQM model2.

p2 (GeV2)

F V

Figure 1.4: The form factor FV as a function of the momentum transfer p2 for K+
e2γ.

Dotted, solid and dashed lines are the χPT predictions at O(p4), O(p6) in the VMD

model and O(p6) in the CQM model, respectively [13].

The theoretical errors on the form factors are not quoted in [9, 13]; an estimate of

the uncertainties in the framework of χPT can be found in [19] and is reported in Tab.

1.2. The central values for FV(0) and λ are obtained from Fig. 1.4 and correspond to

the mean values between χPT predictions at O(p6) in VMD and CQM models. The

corresponding errors for FV(0) and λ are taken as half of the difference between the

two models shown in Fig. 1.4. The central values for FV(0) ± FA(0) are computed

using FA(0) as predicted in χPT at O(p6) from Tab. 1.1. Their uncertainty is evalu-

ated by using different computations for the low-energy constants entering the chiral

lagrangian [19].

1.1.4 Branching ratio of K+
e2γ

The differential branching ratio (BR) of K+
e2γ as a function of x can be obtained from

Eq. 1.14:

dBR(K+
e2γ)

dx
=

1
Γtot(K+)

dΓ(K+
e2γ)

dx

=
1

Γtot(K+)

∫ 1

1−x

d2Γ(K+
e2γ)

dxdy
dy (1.21)

2The dotted and solid lines in Fig. 1.4 can be directly compared with the solid and dashed theoretical

predictions in Fig. 1.3 (left panel).
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Form factor χPT estimation

FV(0) 0.078± 0.005

λ 0.3± 0.1

FV(0) + FA(0) 0.112± 0.005

FV(0)− FA(0) 0.044± 0.010

Table 1.2: Theoretical estimation of the form factors and their uncertainties in the

χPT framework as reported in [19]. Errors are assigned by using different compu-

tations for the low-energy constants entering the chiral lagrangian.

where Γtot(K+) is the kaon total decay width [16]. The contributions to
dBR(K+

e2γ)

dx from

SD (χPT at O(p6)) and IB terms are presented in Fig. 1.5.
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Figure 1.5: Spectra of differential branching ratio of K+
e2γ as functions of x for SD

(χPT O(p6)) and IB terms (logarithmic scale). The contributions from INT± are not

plotted as they are vanishingly small (10−5 < BRINT±/BRSD± < 10−2).

Fig. 1.6 shows the predictions for the total
dBR(K+

e2γ)

dx versus x in LFQM (dashed-

dotted line), in χPT at O(p4) (solid line) and O(p6) (dashed line). All contributions

from IB, SD± and INT± are considered. The numerical predictions of BR(K+
e2γ), calcu-

lated by integrating over the variable x, for the single components IB, SD±, INT± and

their sum in χPT at O(p4) and O(p6), as well as in the LFQM are reported in Tab. 1.3.
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Figure 1.6: Theoretical predictions for the differential branching ratio of K+
e2γ as func-

tions of x in LFQM (dashed-dotted line), in χPT at O(p4) (solid line) and O(p6)

(dashed line).

Lower cuts at x = 0.01 and x = 0.1 are applied as the IB terms diverge3 for x → 0,

corresponding to the maximum transferred momentum p2 → p2
max = m2

K. The SD+

component dominates the branching ratio.

Model x Cut IB SD+ SD− INT+ INT− Total

χPT O(p4) x = 0.01 1.65× 10−1 1.34 1.93× 10−1 6.43× 10−5 −1.10× 10−3 1.70

x = 0.1 0.69× 10−1 1.34 1.93× 10−1 6.43× 10−5 −1.10× 10−3 1.60

χPT O(p6) x = 0.01 1.65× 10−1 1.15 2.58× 10−1 6.22× 10−5 −1.21× 10−3 1.57

x = 0.1 0.69× 10−1 1.15 2.58× 10−1 6.22× 10−5 −1.21× 10−3 1.47

LFQM x = 0.01 1.65× 10−1 1.12 2.59× 10−1 4.33× 10−5 −1.29× 10−3 1.54

x = 0.1 0.69× 10−1 1.12 2.59× 10−1 4.33× 10−5 −1.29× 10−3 1.44

Table 1.3: Differential branching ratio of K+
e2γ (in units of 10−5) for the single compo-

nents IB, SD±, INT± and their sum (Total) in χPT at O(p4) and O(p6), in the LFQM,

with lower cuts at x = 0.01 and x = 0.1 [9].

3The reader can refer to [20] for details on the renormalisation of the IB divergence at x → 0.
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1.1.5 Experimental status

Referring to Eqs. 1.14-1.19, one can state that the only unknowns of the K+
e2γ decay

rate are the two real functions: F±(p2) = FV(p2) ± FA(p2). The results obtained by

observing the SD± terms alone, with either Ke2γ or Kµ2γ decays, are subject to sign

ambiguities since SD± depend on the absolute values of |FV − FA|2 and |FV + FA|2.

As a consequence, to determine FV,A uniquely one must measure the INT± terms as

well. A direct measurement of F± from the interference terms INT± using Ke2γ de-

cays is limited by the small contribution of INT± in the signal kinematic region; the

measurement is easier to achieve by selecting Kµ2γ decays, as described later in this

section.

The PDG 2012 [16] quotes:

BR(K+ → e+νeγ) = (9.4± 0.4) · 10−6

in the kinematic region 10 MeV < E∗γ < 250 MeV and p∗e > 200 MeV. This value was

obtained by the KLOE collaboration using the DAΦNE collider in Frascati [21]. The

measurement is based on the observation of 1484 K± → e±νeγ candidates in the above

kinematic region. The SD− and IB contributions account for about 2% and 1.3% respe-

ctively of the total sample. The form factor parameters have been obtained by fitting

the measured E∗γ distribution with the theoretical differential decay width, assuming

the vector form factor expansion at the first order of x as in Eq. 1.20. The small con-

tribution from the SD− component to the selected events does not allow a fit to the re-

lated |FV − FA| component. As a consequence, in the fitting procedure |FV(0)− FA(0)|
is kept fixed at the expectation value from χPT at O(p6), while |FV(0) + FA(0)| and λ

are considered as free parameters. The results are the following [21]:

|FV(0) + FA(0)| = 0.125± 0.007stat ± 0.001syst,

λ = 0.38± 0.20stat ± 0.02syst. (1.22)

with a correlation coefficient of −0.93. The result indicates a non-zero slope in the

vector form factor FV , which is in agreement with the λ value reported in Tab. 1.2.

Among the available analyses of experimental data of the K+
e2γ decay, this is the only

one attempting a measurement of FV,A as predicted by χPT at O(p6). The results di-

scussed below on K+
l2γ decays with l = e+, µ+ assume constant form factors as pre-

dicted in χPT at O(p4) throughout.

In 2008 the PDG world average BR(K+ → e+νeγ, SD+) = (1.53± 0.23) · 10−5 was

based on a combination of results from two experiments at CERN [22, 23]. In the first
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experiment 56 K+
e2γ events were selected in the kaon rest frame energy range: E∗γ >

100 MeV, E∗e > 236 MeV and θ∗e+γ > 120◦ and the ratio Γ(K+
e2γ, SD+)/Γ(Ke2) was mea-

sured. In the second experiment the measurement of the ratio Γ(K+
e2γ, SD+)/Γ(Kµ2)

was performed with 51 K+
e2γ events selected in the kaon rest frame kinematical region:

E∗e > 235 MeV, E∗γ > 48 MeV and θ∗e+γ > 140◦. Both experiments were sensitive to the

structure dependent (SD+) term only, proportional to |FV + FA|2. Under the assum-

ption of constant form factors the following estimations were obtained:

|FV(0) + FA(0)| = 0.150+0.018
−0.023,

|FV(0) + FA(0)| = 0.147± 0.011

The BR(K+
e2γ, SD+) was measured with an experimental uncertainty (∼ 15%) not sui-

table to discriminate between the theoretical models.

The E787 collaboration at BNL reported the first measurement of a SD component

in the decay Kµ2γ, in the kaon rest frame kinematic region where the muon kinetic

energy is > 137 MeV and the photon energy is > 90 MeV [24]. In the Kµ2γ decay the

IB term is not suppressed by helicity and the INT term (interference term between IB

and SD) is comparable in size to the SD term. As mentioned above, the measurement

of the INT term allows to establish the sign and magnitude of the form factors. The

final sample comprised 2693 Kµ2γ events; a shape fit of the IB, SD and INT components

allowed the extraction of the form factor combinations:

|FV(0) + FA(0)| = 0.165± 0.007stat ± 0.011syst,

FV(0)− FA(0) = 0.102± 0.073stat ± 0.044syst,

where |FV(0) + FA(0)| from Kµ2γ differs from the value measured with Ke2γ at a 3σ

level.

A more accurate determination came from the E865 experiment at the Brookhaven

AGS [25]. For the first time all form factors from K+ → l+νle+e− (Kl2ee) decays,

with l = e, µ, were measured using 410 Ke2ee events (in the invariant mass region

mee >150 MeV with 10% background contamination) and 2679 Kµ2ee events (mee >

145 MeV, 19% background contamination). The form factor measurement was per-

formed with a combined likelihood fit, the fit function used being the sum of Kµ2ee

and Ke2ee log-likelihood functions. The following combined results were achieved:

FV(0) = 0.112± 0.018, FA(0) = 0.035± 0.019 and

|FV(0) + FA(0)| = 0.147± 0.026,

FV(0)− FA(0) = 0.077± 0.028.

14



No inconsistency between Kµ2ee and Ke2ee form factors was found.

Very recently the ISTRA+ collaboration has reported the study of the K−µ2γ decay.

The measurement of the difference FV − FA was performed by observing the inter-

ference term between IB and SD− components (INT−) in a sample of about 22,000

K−µ2γ events. In the fit procedure the sum FV + FA was fixed at the value measured

in [24], assuming a p2 dependence. The ISTRA+ results relative to two alternative

analyses [26, 27]:

FV(0)− FA(0) = 0.126± 0.027stat ± 0.047syst,

FV(0)− FA(0) = 0.21± 0.04stat ± 0.03syst

are respectively about 1.5 and 3σ above the χPT predictions reported in Tab. 1.2.

The theoretical expectations and experimental results for the form factor combi-

nations, FV + FA and FV − FA, are summarised in Fig. 1.7. χPT predictions at O(p4)

are computed using the values reported in Tab. 1.1, where no errors are available

(representation as a single point); χPT at O(p6) are taken from Tab. 1.2. The KLOE

analysis is the only one assuming the form factors as predicted by χPT at O(p6) and a

linear parametrization of FV on p2 (see Eq. 1.20). The other analyses assume constant

form factors as predicted in χPT at O(p4). The width of the bands corresponds to the

sum in quadrature of statistical and systematic errors. For experiments providing the

measurement of both form factor combinations, the results are represented with a 1σ

contour in the (FV − FA , FV + FA) plane; no correlation is assumed.

1.2 K → πνν̄ decays

Within the Standard Model (SM) the transitions K+ → π+νν̄ and KL → π0νν̄

are Flavour-Changing Neutral-Current processes [28] particularly interesting to study

the physics of flavour: their rates can be computed with high precision and provide

determinations of less-well known fundamental physics parameters. Concisely, the

main motivations for studying the K → πνν̄ decay channels are listed below, while a

more detailed discussion will follow in Sec. 1.2.3.

• The branching ratios (BR) of K → πνν̄ decays are theoretically well calculated

observables. The predicted non-parametric relative uncertainties are BR(K+ →
π+νν̄) ≈ 4% and BR(KL → π0νν̄) ≈ 2% [29];

• The decays K → πνν̄ are sensitive to the CKM matrix element Vtd: this fun-

damental parameter can be extracted from their BR with a theoretical intrinsic
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Figure 1.7: Theoretical expectations for FV ± FA in χPT at O(p4) (magenta marker)

and O(p6) (green ellipse). Results on the form factor combinations from KLOE [21],

CERN [22,23] and ISTRA+ [26,27] collaborations; 1σ contours in the (FV− FA , FV + FA)

plane, assuming no correlation, from E787 [24] and E865 [25] experiments at BNL.

relative uncertainty of ∼ 3%;

• FCNC processes are strongly suppressed within the SM, thus very sensitive to

new physics (NP) and can be used to test several SM extensions and NP scenar-

ios;

• The processes K → πνν̄ allow to test charge-parity symmetry: Vtd is one of the

two CKM matrix elements containing CP violation information in the SM;

• Simultaneous BR measurements of K+ → π+νν̄ and KL → π0νν̄ decays provide

determinations of CKM parameters and the unitarity triangle in a complemen-

tary and independent way with respect to the study of B decays.

1.2.1 The CKM framework

The Cabibbo 2 × 2 matrix [31] expresses how the charged (or flavour-changing)

current couples u → d or c → s quark states. This happens through intermediate

states, d′ and s′, which are orthogonal combinations of the physical (mass) eigenstates
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of quarks of definite flavour d, s: d′

s′

 =

 cos θC sin θC

− sin θC cos θC

 d

s


·

(1.23)

The quark mixing is described by a single real parameter: the Cabibbo angle θC ' 13◦

that can be determined from experimental information on the corresponding quark

flavour transition. For example, the amplitudes of the processes c→ sud̄ and c→ s̄ud

are respectively proportional to ∼ cos2 θC and ∼ sin2 θC; since cos2 θC � sin2 θC the

latter process is Cabibbo suppressed.

The 3× 3 quark-mixing CKM matrix [32] generalizes the Cabibbo one by including

a third coupling of quark states t→ b :
d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b


·

(1.24)

The matrix can be expressed in the Wolfenstein parameterisation [33]:

V =


1− λ2/2 λ Aλ3(ρ− ıη)

−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− ıη) −Aλ2 1

+ O(λ4) , (1.25)

where λ is used as an expansion parameter; A and λ are defined to be positive and

satisfy the relations: λ = sin θ12, Aλ2 = sin θ23 and Aλ3(ρ− iη) = sin θ13e−iφ, with θij

denoting three real parameters (Cabibbo-like angles) and e−iφ a phase factor. Unlike

the Cabibbo matrix, the CKM is complex: the phase encodes the CP violation. The

elements of the CKM matrix are fundamental parameters of the SM and it is impor-

tant to determine them precisely. The current status of the experimental situation is

summarised in the following [34]:
|Vud| = 0.97425± 0.00022 |Vus| = 0.2252± 0.0009 |Vub| = (4.15± 0.49)× 10−3

|Vcd| = 0.230± 0.011 |Vcs| = 1.006± 0.023 |Vcb| = (40.9± 1.1)× 10−3

|Vtd| = (8.4± 0.6)× 10−3 |Vts| = (42.9± 2.6)× 10−3 |Vtb| = 0.89± 0.07


·

(1.26)

The values reported above are obtained by averaging various measurements. It can be

noted that:

• Diagonal elements are clearly dominant and reflect the most allowed transitions:

u→ d, c→ s, t→ b.
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• The off-diagonal elements represent transitions suppressed at a certain level,

depending on their amplitude. The value reported for |Vus| comes from the

measurement BR(K+ → µ+ν(γ)) [35] and a combined result of K0
L → πeν,

K0
L → πµν, K± → π0e±ν, K± → π0µ±ν and K0

S → πeν decays [36]. As shown

in Sec. 1.2.3 precise determinations of |Vtd| and |Vts| cannot be achieved with

tree-level processes involving top quarks, which are suppressed. At present, the

study of B0 − B̄0 oscillations mediated by box diagrams, including top quarks,

and the analysis of loop-mediated rare decays in the K and B meson sectors of-

fer the possibility to measure these two CKM matrix elements. For example, the

inclusive BR(B→ Xsγ) is sensitive to VtbV∗ts [37]; a theoretically clean determina-

tion of |VtdV∗ts| is possible from the K+ → π+νν̄ decay [38] and the ratio |Vts/Vcb|
can be extracted from the the ratio BR(B → Xsγ)/BR(B → Xceν̄) [39]. These

latter CKM elements also determine the Bs → µ+µ− decay rate [40]. Values of

|Vtd| and |Vts| reported in Eq. 1.26 are obtained by the measurements of the mass

difference of two neutral B0 meson mass eigenstates performed by the CDF [41]

and LHCb [42] experiments.

1.2.2 The unitarity triangle

The CKM matrix unitarity [43] imposes nine conditions on the CKM matrix ele-

ments: ∑i VijV∗ik = δjk and ∑j VijV∗kj = δik, where i = u, c, t and j, k = d, s, b with

δαβ =

 1 if α 6= β ,

0 otherwise .

The three equations on the diagonal elements give information on the magnitude of

the CKM elements. The six vanishing combinations can be represented as triangles

in a complex plane. A powerful test of the SM flavour sector is to measure the CKM

matrix elements and test the matrix unitarity; any significant deviations from the SM

predictions would be hint of physics beyond the SM. The combination most referred

to is:

VudV∗ub + VcdV∗cb + VtdV∗tb = 0 . (1.27)

The above can be interpreted as the sum of three vectors in a complex plane and re-

presented with the triangle in Fig. 1.8 by dividing each side by the best-known one:

VcdV∗cb.
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Figure 1.8: Unitarity triangle corresponding to the condition 1.27.

The angles of the unitarity triangle in Fig. 1.8 are:

β = φ1 = arg

(
−

VcdV∗cb
VtdV∗tb

)
,

α = φ2 = arg

(
−

VtdV∗tb
VudV∗ub

)
,

γ = φ3 = arg

(
−

VudV∗ub
VcdV∗cb

)
. (1.28)

In the Wolfenstein parameterisation (1.25) the CKM unitarity condition in Eq. 1.27 is

written as:

1 +
VtdV∗tb
VcdV∗cb

= −
VudV∗ub
VcdV∗cb

= ρ̄ + iη̄, (1.29)

where

ρ̄ = ρ

(
1− λ2

2

)
; η̄ = η

(
1− λ2

2

)
.

As a consequence, the vertex coordinates of the unitarity triangle in Fig. 1.8 are exactly

(0,0), (1,0), and (ρ̄,η̄).

1.2.3 BR(K → πνν̄)

At the quark level the K → πνν̄ processes arise from the flavour changing quark

transition s → dνν̄, which in the SM receives one-loop contributions from Z-penguin

and W-box, as shown in figure 1.9.

In these graphs the u, c, and t quarks appear as internal lines. Separating the contri-

butions to the one-loop level amplitude one has [44]:

A(s→ dνν̄) = ∑
q=u,c,t

V∗qsVqd Aq ,
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Figure 1.9: One-loop diagrams contributing to the s→ dνν̄ process. From left: a W-box

diagram and two Z-penguin diagrams.

where Vij denote the elements of the CKM matrix. Considering the magnitude of CKM

matrix elements, as reported in 1.26, up-quark and charm-quark contributions should

be favoured. However, as flavour-changing transitions such as s→ d are forbidden at

tree-level, high order quantum loops contribute at the leading order and the amplitude

is written in terms of Aq ∼ (m2
q/M2

W)α, with α > 0. Because of its mass, the top-quark

contribution becomes the dominant term and the transition s → d is described by

short-distance quark dynamics. As a consequence, the QCD corrections are small and

calculable in perturbation theory [45]. The s→ dνν̄ process is well described by means

of a Fermi-like coupling between a quark and a lepton neutral weak currents [46]:

He f f =
GF√

2
α

2π sin2 θW
∑

l=e,µ,τ
[λcXl + λtY(xt)](s̄d)V−A(ν̄lνl)V−A , (1.30)

where

1. GF is the Fermi coupling constant;

2. α is the fine-structure constant;

3. θW is the Weinberg angle4;

4. λq = V∗qsVqd, with q = c, t;

5. xt = m2
t /M2

W where mt is the top-quark mass and MW is the W boson mass;

6. Y(xt) is a function encoding the sole or the dominant top-quark loop contribu-

tion to the neutral or the charged K → πνν̄ decay modes, respectively. Y(xt) is

known at the next-to-leading order (NLO) accuracy in QCD [47]. The associated

theoretical uncertainty is small: the parametric part is essentially determined by

4The Weinberg angle, or weak mixing angle, is a parameter in the Weinberg-Salam theory of the

electroweak force.
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the experimental error on mt (∼ 3% relative); the intrinsic part has been recently

pushed down by computing two-loop electro-weak corrections to Y(xt). In total

the result is:

Y(xt) = 1.469± 0.017± 0.002, (1.31)

where the first error comes from QCD NLO corrections, while the second error

comes from the two-loop electro-weak corrections.

7. Xl with l = e, µ, τ are functions describing the charm-quark contribution in the

loop. The total charm-quark term is conveniently described by the parameter

[46, 48]:

P0(X) =
1

λ4

[
2
3

Xe +
1
3

Xτ

]
= 0.42± 0.06, (1.32)

in which the functions Xe = Xµ and Xτ, all known at NLO [49], and the Wolfen-

stein parameter λ = sin θ12 = 0.2240± 0.0036 have been used. For the K+ →
π+νν̄ decay, the charm-quark exchange is non negligible: it amounts to about

30% of the total magnitude of A(s → dνν̄) and the NLO uncertainty, coming

from Eq. 1.32, translates into an error of about 10% in the SM estimate of BR(K+ →
π+νν̄). This uncertainty can be reduced to below 4% with calculations of Xl at

Next-to-Next-to-Leading Order (NNLO) accuracy [38] [48].

8. u and s̄ are the quark states embedded into the K+ meson;

9. (s̄d)V−A and (ν̄lνl)V−A are the quark and lepton neutral weak currents showing

the vector - axial vector (V−A) structure: [s̄γµ(1−γ5)d][ν̄γµ(1−γ5)ν]; the Dirac

gamma matrices (γµ) [14] have been introduced in Sec. 1.1.1.

The structure of the effective Hamiltonian in Eq. 1.30 shows that the amplitude is

dominated by one single semi-leptonic operator acting on left-handed fermionic states

(s̄LγµdL)(ν̄LγµνL). The hadronic matrix elements can be extracted by isospin sym-

metry with negligible error from the measured BR of the semi-leptonic kaon decay

K+ → π0e+ν (K+
e3). Using the functions defined above, the BR can be written as [49,50]:

BR(K+ → π+νν̄) =
k̄+
λ2

[
(Imλt)

2Y2(xt) + (λ4ReλcP0(X) + ReλtY(xt))
2
]

, (1.33)

where the coefficient k̄+ includes the dependence on the CKM matrix element Vus = λ,

the kaon mass mK, the charged kaon lifetime τ(K+), the K+ and π+ decay constants

and a phase space factor. Since the same factors appear in BR(K+ → π0e+νe) one can

then write:

k̄+ = rK+BR(K+ → π0e+ν), (1.34)
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where BR(K+ → π0e+ν) = (5.08± 0.05)× 10−2 [16] and rK+ = 0.901 is a parameter

including the isospin breaking corrections necessary to relate the final states π+νν̄ and

π0e+ν. The BR(K+ → π+νν̄) estimation depends on the “free” parameters: Vts from

Imλt, Vcd from Reλc and Vtd from Reλt. In our approximation, (1.25), Vts ≈ −Vcb,

which is determined accurately from semi-leptonic B meson decays [34], and |Vcd| is

well measured from charmed particles decay [38] [48]. The resulting theoretical error

is ∼ 5− 7% on the determination of |Vtd| [29].

For completeness, but without discussing in detail, it is possible to summarise the

situation for KL → π0νν̄, for which the theoretical predictions are even more precise.

The lepton pair νν̄ is produced in a definite state of CP, which is not the same as for

KL; this implies that the leading contribution to KL → π0νν̄ is CP-violating. Due to

the CP structure only the imaginary part in Eq. 1.30 contributes to the amplitude. The

charm-quark contribution in the loop is negligible and the direct-CP-violating leading

term is completely saturated by the top-quark loop contribution, for which the QCD

corrections are suppressed and rapidly convergent [45]. Using the functions as defined

above the BR can be written as [49, 50]:

BR(KL → π0νν̄) =
k̄L

λ2 (Imλt)
2Y2(xt), (1.35)

where k̄L is the neutral version of k̄+ and can be analogously written as [51]:

k̄L = rKL BR(K+ → π0e+ν), (1.36)

rKL = 0.944 being the parameter including the isospin breaking corrections resulting

from the usage of BR(K+ → π0e+νe).

In the SM, the theoretical expectations for the charged and neutral mode are there-

fore [29]:

BR(K+ → π+νν̄) =
(

7.81+0.80
−0.71 ± 0.29

)
× 10−11;

BR(KL → π0νν̄) =
(

2.43+0.40
−0.37 ± 0.06

)
× 10−11, (1.37)

where the first error is related to the uncertainties in the input parameters and is domi-

nated by the CKM parameter Vcb. The second error quantifies the remaining intrinsic

theoretical uncertainties: in the charge mode, those are dominated by the charm-quark

contribution.
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1.2.4 Unitarity triangle from K → πνν̄

Let us consider the orthogonality condition5:

VudV∗us + VcdV∗cs + VtdV∗ts = 0 (1.38)

and its representation as a unitarity triangle in a complex plane. Recalling that λt =

V∗tsVtd, it is possible to observe that:

• The length of the vector V∗usVud is determined from the Ke3 decay, as it was seen

in Sec. 1.2.1;

• The length of the third side V∗tsVtd, namely (Imλt)(Reλt), is measured by K+ →
π+νν̄ (see Eq. 1.33);

• The height of the triangle, Imλt, can be measured by KL → π0νν̄ (see Eq. 1.35).

Therefore the branching ratio measurements of the two K → πνν̄ decay modes, along

with the well known Ke3, will completely determine this unitarity triangle. In the

Wolfenstein parameterisation (1.25) this translates into the determination of the pa-

rameter λ from Ke3, and the determination of ρ̄ and η̄ from the K+ → π+νν̄ and

KL → π0νν̄ processes, respectively. Fig. 1.10 shows the triangle corresponding to Eq.

1.38. The K+ → π+νν̄ decay rate defines the dashed side and the horizontal displace-

ment of the right down vertex is due to the charm-quark contribution; the KL → π0νν̄

decay rate gives the η parameter, namely the triangle height.

An important goal of flavour physics is to check the SM for consistency by using

as many independent observables as possible. In this respects several scenarios are

available for the determinations of the unitarity triangle and so the CKM matrix. For

example, the measurements of CP asymmetries in Bd → J/ψKs and Bd → ππ allow

to extract sin 2β and sin 2α, thus constraining ρ̄ and η̄. In view of these facts the two

K → πνν̄ kaon decay modes offer a complementary and independent tool to test the

SM flavour dynamics.

1.2.5 Experimental status

The searches for the K+ → π+νν̄ decay started in 1969; the early experiments

used stopped-kaon beams. The earliest result was published by a heavy-liquid bubble

5The orthogonality condition in Eq. 1.38 is written with the elements in the first two columns of the

CKM matrix, whereas the one reported in Eq. 1.27 with the ones in the first and third columns.
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Figure 1.10: Unitarity triangle corresponding to the condition 1.38. The K+ → π+νν̄

decay rate defines the dashed side and the displacement of the right down vertex is

due to the charm-quark contribution; the KL → π0νν̄ decay rate gives the η parameter,

namely the triangle height.

chamber experiment at the Argonne Zero Gradient Synchrotron [52]: a 90% C.L. upper

limit BR(K+ → π+νν̄) < 10−4 was obtained.

In 1973 a spark chamber experiment at the Berkeley Bevatron improved the limit

down to BR(K+ → π+νν̄) < 5.6 × 10−7 [53]. The collaboration performed a com-

bined measurement in two kinematic regions, above and below that of the potential

background K+ → π+π0, referred to as the πνν̄(1) and πνν̄(2) regions.

After a decade the measurement was further improved down to BR(K+ → π+νν̄)

< 1.4× 10−7 by an experiment at the KEK Proton Synchrotron [54]; the only kinematic

region accessible by the experiment was the πνν̄(1) one.

In the early 80’s a series of experiments at Brookhaven National Laboratory (BNL)

started. The E787 collaboration [55] studied the K+ → π+νν̄ decay from kaons at rest:

in these conditions the event signature is a π+ track and pion decay products. A se-

condary K+ beam was obtained by impinging primary protons of ∼ 20 GeV/c, from

the Alternating Gradient Synchroton (AGS), on a target. Pions and protons, produced

along with the kaons, were swept out of the beam axis by means of electromagnetic

separators. Kaons at∼ 700 MeV/c were selected and identified with Cherenkov coun-

ters, tracking and energy loss counters. After this stage, ∼ 27% of kaons stopped in

a scintillating-fiber target. The signal region is predefined in terms of the range (R),

momentum (M) and kinetic energy (E) of charged decay products. These observables

were measured with the target, a large acceptance solenoidal spectrometer and an her-

metic (4π) photon veto. The main requirements for the selection of a signal candidate
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are: a π+ in the expected kinematic regions of R, M and E; the detection of the decay

chain π+ → µ+ → e+; no other decay products (including photons) or beam particles

(visible in the 4π detectors); a clean pattern in the target. The main background is due

to K+ → µ+νµ(γ) and K+ → π+π0 decays: the former is rejected by time-constraining

the decay chain π+ → µ+ → e+; the latter is suppressed by detecting the two pho-

tons from the π0 → γγ decay. Redundant measurements were necessary to suppress

backgrounds from beam pion scattering and K+ charge-exchange process in the target

inducing K0
L → π+l−ν̄l. A blind data analysis strategy was used: the signal region was

kept masked until the selection criteria were determined and the background sources

were identified and estimated with data-driven techniques. The simulation was only

used to determine the signal geometrical acceptance. With a series of runs at diffe-

rent pion energy sensitivity, upper limits for BR(K+ → π+νν̄) were obtained in both

πνν̄(1) and πνν̄(2) regions. E787 collected data from 1995 until 1998 and the major

results are shown in Fig. 1.11:

• the red-circle markers within the box in the top-right area of the plot represent

two K+ → π+νν̄ candidates in the πνν̄(1) region (pion momentum between

(211,229) MeV/c), which leads to BR(K+ → π+νν̄) =
(

1.57+1.75
−0.82

)
× 10−10 [55],

with an estimated background of 0.15± 0.05 in a sample of 6× 1012 stopped K+.

• the green downward-pointing triangle marker within the box in the bottom-left

area of the plot corresponds to one K+ → π+νν̄ candidate in the πνν̄(2) region

(pion momentum between (140,195) MeV/c), leading to BR(K+ → π+νν̄) < 42×
10−10 at 90% C.L [56], with an estimated background of 0.73± 0.18 in a sample

of 1.1× 1012 stopped K+.

In the low momentum region (πνν̄(2)), the K+ → π+π0 background was mainly

caused by pions losing energy via nuclear interactions in the target material near the

kaon decay vertex. For these events the pion range and kinetic energy populate the

signal low-momentum region πνν̄(2).

The follow-up experiment E949 [57] is an upgrade of E787, with an expected sensi-

tivity increased by a factor of 5. The predictions on the detector performances quoted

∼ 10 K+ → π+νν̄ events collected in the same running time of E787. The improve-

ments relied on the photon veto detection efficiency, tracking, trigger efficiency and

data acquisition. Several runs in both πνν̄(1) and πνν̄(2) regions gave the results

shown in Fig. 1.11:

• the blue upward-pointing triangle marker within the box in the top-right area
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of the plot corresponds to one K+ → π+νν̄ candidate near the upper kinematic

limit, leading to BR(K+ → π+νν̄) = (0.96+4.09
−0.47)× 10−10. E787 and E949 results

were combined and the branching ratio was determined: BR(K+ → π+νν̄) =

(1.47+1.30
−0.89)× 10−10 [57], based on three events observed in the pion momentum

range (211,229) MeV/c (region πνν̄(1)).

• the black-square markers within the box in the bottom-left area of the plot re-

present three K+ → π+νν̄ events in the pion momentum range (140,199) MeV/c

(region πνν̄(2)), which leads to BR(K+ → π+νν̄) =
(

7.89+9.26
−5.10

)
× 10−10 [58] in

an exposure of 1.71× 1012 stopped kaons, with an estimated total background of

0.93± 0.17(stat.)+0.32
−0.24(syst.) events.

The combined measurement obtained by E787-E949 collaborations, based on 7 can-

didates consistent with K+ → π+νν̄ decays, is reported in [58]:

BR(K+ → π+νν̄) =
(

1.73+1.15
−1.05

)
× 10−10. (1.39)

The experimental result is consistent with the SM expectation given the large statistical

uncertainty. A summary of the BR(K+ → π+νν̄) results achieved over the past 40 years

is illustrated in Fig. 1.12.

The decay KL → π0νν̄ is even more experimentally challenging for several reasons

including:

• the theoretical expectations for BR(KL → π0νν̄), reported in Eq. 1.37, which are

smaller than the one for BR(K+ → π+νν̄);

• the event signature with only two photons in the final state, with the invariant

mass of a π0 (to be compared with the ∼ 34% probability of K0
L producing at

least one π0);

• the initial and final states being electrically neutral (no tracking for kaons and

charged decay products as for K+ → π+νν̄);

• the KL production cross section, which is lower than the K± one, for primary

protons at a given energy.

According to [59] an indirect model-independent upper limit on BR(KL → π0νν̄) can

be derived from BR(K+ → π+νν̄) using the following relation:

BR(KL → π0νν̄) < 4.4× BR(K+ → π+νν̄).
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Figure 1.11: Distribution of the pion range as a function of the pion kinetic energy for

events passing the K+ → π+νν̄ analysis event selection. The square markers represent

the events observed by E949 [58] (source of the plot) in πνν̄(2). The downward-

pointing triangle marker represents the event observed by E787 in the same region.

The circle and upward-pointing triangle markers represent the events selected by E787

and E949 in πνν̄(1). The solid (dashed) lines represent the limits of the πνν̄(1) and

πνν̄(2) signal regions for the E949 (E787) analyses. The markers outside the boxes

correspond to K+ → π+π0 events surviving the photon veto cuts and passing the

analysis event selection. The light gray points are simulated K+ → π+νν̄ events.

Assuming the E787-E949 combined measurement of K+ → π+νν̄, as reported in Eq.

1.39, one obtains the best limit at 90% C.L.:

BR(KL → π0νν̄) < 1.7× 10−9 .

In order to extract an independent constraint on the CKM matrix elements it is

desirable to perform a direct measurement of the KL → π0νν̄ decay rate. A typical

major limitation in experimental programmes devoted to the search for rare decays

comes from the background, which must be kept below several orders of magnitude

to reach the required signal sensitivity. In the study of the KL → π0νν̄ decay the main

background source is due to the K0
L → π0π0 decay (BR ∼ 10−3), with two missing

photons out of four produced in the π0 → γγ decays. Other sources are due to:
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Figure 1.12: Summary of the BR(K+ → π+νν̄) experimental status over the years.

neutrons and kaons in the neutral beam interacting with residual gas in the decay

volume and producing π0s; halo beam neutrons interacting in the detector material;

the K0
L → γγ decay which has the same particles in the final state; hyperon decays

such as Λ → π0n. As a matter of principle any other kaon decay with at least two

photons in the final state and with the other decay products, all being undetected,

provides a source of background. As a consequence the background rejection must

rely on a hermetic (4π) and highly efficient photon and charged particle vetoes.

The first direct limit on KL → π0νν̄ was obtained by the E799-II experiment using

the KTeV detector at Fermilab [60]. The strategy was based on the detection of the

π0 Dalitz decay π0 → e+e−γ; the charged particles in the final state provided a bet-

ter event signature for suppressing the background. The data were collected during

44 days in 1997 and from the full data set no signal events were observed, with an

expected background of 0.12+0.05
−0.04, leading to BR(KL → π0νν̄) < 5.9 × 10−7 at 90%

C.L. Due to the small BR(π0 → e+e−γ) the strategy is not optimal for high sensitivity

searches and future experiments plan to use the more abundant π0 → γγ mode.

The upper limit was improved by the E391a experiment at the High Energy Ac-

celerator Research organisation (KEK) 12 GeV proton synchrotron [61]. The strategy

comprised the usage of a highly collimated "pencil"6 K0
L beam, which allowed for the

6The beam has a 100 mm × 100 mm (r.m.s) beam profile in the plane orthogonal to the beam line.
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reconstruction of the longitudinal coordinate of the neutral decay vertex, Zvtx, and the

π0 transverse momentum7, PT(π
0), with a reduced uncertainty due to the finite size

of the beam. The fiducial decay volume and the detector were housed in vacuum to

suppress the background from neutrons interacting with the residual gas. A cylindri-

cal veto barrel surrounding the neutral beam (made of an array of CsI modules) and

lead scintillator counters, filling the remaining uncovered gaps from CsI, were used

as an hermetic veto. The signal-background separation relied on cuts on the recon-

structed Zvtx and PT(π
0). The single event sensitivity reached was 1.11× 10−8. No

signal events were observed inside the signal region and a new upper limit at 90% C.L

on BR(KL → π0νν̄) < 2.6× 10−8 was set. In this result the main background source

observed was from halo-neutron interactions, namely neutrons apart from the beam

centre hitting a detector subsystem and producing a π0.

The KOTO (KO at Tokai, where the J-PARC is located) experiment [62] aims at the

first observation of the rare decay KL → π0νν̄ by using the upgraded KEK-E391a de-

tector and a high-intensity KL beam at J-PARC. KOTO is designed to reduce the halo-

neutron events down to five orders of magnitudes by using a new dedicated beam

line and with detector upgrades. Knowing the beam direction, the full reconstruc-

tion of two photons in the calorimeter and the assumption of the π0 invariant mass

allow to reconstruct the neutral decay vertex; the pion transverse momentum is eval-

uated assuming the decay vertex in the centre of the beam line. Events with only two

energy depositions in the calorimeter, no other activity in the detector and PT(γγ) >

120 MeV/c are considered as signal candidate. This high transverse momentum cut

provide: the kinematic rejection of KL → γγ decays; the requirement of high energy

for the missing photons, thus reducing the probability for them to be undetected; the

suppression of KL → π0π0 decay with two high-energy photons from different π0 be-

ing detected. The KOTO detector will use primary protons at 30 GeV corresponding

to a K0
L decay probability of ∼ 4% (it was ∼ 2% in KEK-E931a) in the given fiducial

region. The first physics run is scheduled for March 2013; the first goal is to make

the first observation of the decay. The number of expected signal events is 3.5, with a

signal-to-noise S/N ratio of 1.4.

7The π0 momentum component along the beam line.
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Chapter 2

The NA62 detector for K+ → e+νeγ

NA48/NA62

Figure 2.1: Accelerator complex at CERN. The NA62 experiment is located in the

North Area of the SPS.

The NA62 (North Area 62) experiment [63] at the CERN Super Proton Synchrotron

(SPS), shown in Fig. 2.1, is designed for the study of rare kaon decays. It represents

the current kaon physics programme at CERN and offers a complementary approach,

with respect to the Large Hadron Collider high energy frontier, to probe new physics

at short distances, corresponding to energy scales up to ∼ 100 TeV.
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In 2007 the NA62 experimental programme had a phase devoted to a precision

test of lepton flavour universality [1]: four months of data taking with minimum bias

trigger were accomplished using the beam line and setup of the existing NA48/2 ap-

paratus [64, 65]. In the near future other results based on the same data sample are

expected, including χPT tests with K+ → π+γγ and K+ → e+νeγ decays (the latter is

discussed in the present thesis). The NA48/2 beam line and sub-detectors relevant to

the K+ → e+νeγ data analysis are described in this chapter.

2.1 The beam line and detector

Figure 2.2: The NA48/2 beam line and detector [64, 65].

The NA48/2 beam line provides high intensity kaon beams of both charges (Fig.

2.2). The hadron beams are produced by 400 GeV/c momentum primary SPS pro-

tons1 impinging on a beryllium target (2 mm diameter and 400 mm length), which

corresponds to one interaction length. A system of dipole magnets (front-end achro-

mat in Fig. 2.2), with opposite-sign fields, separates beams of different charge and

selects kaons in a narrow momentum band with a central momentum of 74.0 GeV/c

and a spread of 1.4 GeV/c (rms); kaons are not separated from the other particles pro-

duced by the proton interactions in the target. After a stage of collimators and focusing

quadrupoles a second achromat system again separates and recombines positive and

1The intensity of the proton beam is ∼ 1011 protons per pulse.
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negative beams. In the original NA48/2 beam line, a kaon beam spectrometer (KABES

in Fig. 2.2) provides the kaon tagging and momentum measurement. In the 2007 data

taking the beam spectrometer was not employed and the kaon momentum was not

directly measured event by event (see Sec. 3.1.4 for more details). The fiducial decay

volume is 114 m long and housed in a cylindrical vacuum tank of 1.9 m to 2.4 m inner

diameter. The volume is evacuated to a pressure below 10−4 mbar to avoid intera-

ctions of beam particles and their decay products with matter. The vacuum tank is

followed by a helium-filled volume at atmospheric pressure (of 2.8 m inner diameter

and ∼ 23 m long), which contains a magnetic spectrometer composed by four drift

chambers (DCH1-4 in Fig. 2.2) and a dipole magnet. Between the two tanks (vacuum-

helium) there is a thin (∼ 0.4% radiation lengths X0) Kevlar window; starting from

this point, the beam, containing mainly un-decayed particles, travels in vacuum in a

carbon fiber beam pipe (152 mm diameter and 1.2 mm thick), which crosses the sub-

sequent detectors in their centre. Fig. 2.3 shows the NA48/2 detector comprising the

helium tank with the magnetic spectrometer (described in Sec. 2.2) and the relevant

sub-detectors to the K+ → e+νeγ data analysis: namely the hodoscope (discussed in

Sec. 2.3) and the electromagnetic calorimeter (explained in Sec. 2.4).

2.2 The magnetic spectrometer

The magnetic spectrometer system is composed of four drift chambers (DCHs) [66]

and a dipole magnet placed between the second and the third chambers (Fig. 2.3).

The spectrometer detects charged decay products and measure their direction and

momentum. As explained in Sec. 3.1.2, the information from the DCHs upstream the

magnet is also used to reconstruct the kaon decay vertex. The magnet provides a field

of 0.37 T in the vertical y direction. The field integral along the beam axis corresponds

to a 265 MeV/c transverse momentum kick. As mentioned in the previous section,

the spectrometer is housed in a stainless steel cylindrical tank, filled with helium at

atmospheric pressure; this reduces multiple Coulomb scattering effects2.

The DCHs have an octagonal shape of 2.9 m transverse width, 4.3× 10−3X0 depth

and a central hole of 160 mm diameter to house the beam pipe. Each chamber is

formed by eight planes of 256 sense wires oriented in four different directions (views)

orthogonal to the beam axis (see top picture in Fig. 2.4). Each view comprises two

planes staggered by 5 mm (half distance between two consecutive wires) along the

2The amount of helium contained in the tank corresponds to ∼ 8× 10−3X0.
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Figure 2.3: The NA48/2 detector: the helium tank comprising the magnetic spectrom-

eter (drift chambers and magnet); the relevant sub-detectors to the K+ → e+νeγ data

analysis, namely the hodoscope and the liquid krypton calorimeter.

beam axis to resolve the left-right ambiguities. The geometry of a DCH cell is sketched

in Fig. 2.4 (bottom): two staggered planes forming one view are visible; the electric

field is produced by two potential wire planes positioned at each side of a sense wire

plane, at a distance of 3 mm. The maximum drift time is 100 ns, corresponding to the

half distance (5 mm) between two consecutive wires; this is obtained by operating the

DCHs with a gas mixture of Argon - Ethane (50%− 50%)3. The spatial resolution on

a reconstructed DCH space point is about 90 µm and the momentum resolution of the

magnetic spectrometer can be parameterised as: σ(p)
p = 0.48%⊕ 0.009% · p(GeV/c),

where the first term is related to the multiple scattering in the helium tank and in the

3The drift velocity in the gas is 50 µm/ns.
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Figure 2.4: NA48 drift chambers (DCHs): (top) X,Y,U,V views; (bottom) geometry of a

drift cell.

drift chambers, while the second one to the spatial point resolution of the chambers.

The resolution of the track time measurement is ∼ 0.7 ns.

2.2.1 Track reconstruction

In the study of K+ → e+νeγ events the charged track (e+) is fully reconstructed

making use of the information given by DCHs. The reconstruction algorithm is ap-

plied to raw data and it is summarized as follows:

• the raw information are hits in any DCH plane (only spatial informations are

used);

• wire hits are grouped in “clusters”, which are defined by at least one wire hit in

both planes of all views (X,Y,U,V);

• “front segments” are reconstructed with DCH1 and DCH2 with wire hits from

both planes in the same view;
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• “front tracks” are defined by four front segments (one for each view);

• “space points” are defined in DCH1 and DCH2 using the front track directions

and in DCH4 using the clusters;

• due to the small contribution along the y direction of the spectrometer magnetic

field, a full track is reconstructed using the information from the space points:

the y projection of the front track extrapolation to DCH4 is required to be within

4 cm from a space point in DCH4;

• at this stage of the reconstruction drift times from all hits are used to evaluate an

average time and to define a “fit quality” variable, representing the fraction of

hits near in time to the average time;

• “mini-tracks” and “mini-space points” are defined by adding the time informa-

tion in order to improve the space resolution of the track impact points;

• the measured magnetic field map is used to calculate the momentum of the track;

• all parameters of the track: momentum, charge, time, positions before and after

the magnet are stored in a framework (COmPACT [67]) containing the output of

the reconstruction from all detectors.

2.3 The hodoscope

The hodoscope (HOD) is located downstream of the helium tank and in front of

the electromagnetic calorimeter. The HOD provides the timing for charged decay pro-

ducts with a resolution of 200 ps: it is composed by 128 plastic scintillation counters

arranged in two planes, which are separated by 75 cm. The counters are disposed

horizontally in the first plane and vertically in the second one (see Fig. 2.5). The thick-

ness of a single counter is 2 cm (∼ 0.05X0), the length varies from 60 cm up to 121 cm

and the width from 6.5 cm (in the region close to the beam pipe) to 9.9 cm. The HOD

has a central hole of 128 mm radius for the beam pipe. Each HOD plane is divided

into four quadrants (made of 16 counters). Each quadrant is sub-divided into two

sub-quadrants defined by the first 7 counters near the beam pipe and the remaining 9

ones. Considering both horizontal and vertical HOD planes the total number of sub-

quadrants is 16; these are used to defined as many sets of fast logical signals (see Sec.

2.6) for trigger purposes.
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Figure 2.5: Schematic layout of the HOD detector.

2.4 The Liquid Krypton calorimeter

The NA48 Liquid Krypton (LKr) calorimeter [68] is a fundamental detector con-

structed for the studies of direct CP-violation in the neutral kaon system performed at

CERN [69]. In the present K+ → e+νeγ data analysis the LKr is used for the positron

identification and the reconstruction of the photon.

The calorimeter is a quasi-homogeneous ionization chamber; the liquid krypton

was chosen as a radiator because of the energy response linearity and the capability

of long term performances without ageing. The Kr radiation length (X0 = 4.7 cm) and

the Molière’s radius (RM = 4.7 cm) allow to contain high energy (> 10 GeV) electro-

magnetic showers in a compact detector. The LKr calorimeter has an octogonal shape

(see Fig. 2.6) in the plane orthogonal to the beam axis and is 127 cm long in the longitu-

dinal direction (corresponding to 27X0 in depth). The LKr has a central hole of 80 mm

radius to house the beam pipe. With about 10 m3 of liquid krypton as active material,

electromagnetic showers up to 50 GeV are fully contained (> 99%) in the LKr depth.

The LKr has a projective readout consisting of copper/beryllium ribbons extending

from the front to the back of the detector. The active volume is divided into 13, 248

readout cells with a transverse size of approximately 2× 2 cm2 each (right panel in

Fig. 2.6) and no longitudinal segmentation. Only about 60 out of the 13, 248 LKr

cells, known as “dead cells”, have electronic faults (faulty preamplifiers, bad pedestal

and/or a very unstable response to calibration pulses) preventing their utilisation.

After calibration and corrections, the energy resolution of the LKr calorimeter can be
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Figure 2.6: LKr calorimeter: (left) half structure while under construction; (right) de-

tails of the cell structure.

parametrized as: σ(E)
E = 3.2%√

E
⊕ 9%

E ⊕ 0.42%, in units of GeV. The first term depends

on stochastic sampling fluctuations, the second one on electronic noise and Kr natural

radioactivity and the last one on inhomogeneities, material in front of the calorimeter

and the non perfect inter-calibration of the cells. The spatial and time resolutions are

(in units of GeV, cm and ns): σx,y =
(

42%√
E
⊕ 5%

)
and σt =

(
2.5√

E

)
, respectively.

2.4.1 Cluster reconstruction

In the study of K+ → e+νeγ events the photon candidate is reconstructed using

the information from the LKr calorimeter. The LKr reconstruction algorithm provides

energy deposition, time, position and width of a shower (cluster) produced by a par-

ticle impinging on the calorimeter. The algorithm can be summarized as follows:

• the pedestal of each cell is subtracted to evaluate the cell energy;

• a “seed” is defined if a cell has an energy larger than 100 MeV;

• a loop on all seeds is performed to identify a “cluster”, which is defined by a cell

with more energy than the 8 surrounding ones and such that: Eseed > 0.18GeV+

1.8Eav, where Eav is the average energy of the eight surrounding cells;
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• to determine the cluster energy another loop on the LKr cells is performed: for

each cell the number of clusters within 11 cm and 20 ns is evaluated and if only

one is found, then the cell energy is added to the cluster energy;

• when a cell belongs to more than one cluster according to the above procedure,

then the cell energy is shared among the clusters according to the expected (si-

mulated) energy profile distribution;

• the cluster position is evaluated as the centre of gravity of the energy deposition

in a box of 3× 3 cells around the seed position;

• the cluster time is defined as the average time between cells in a box 5× 5 cells

centred on the seed position;

• the shower width (i.e. the cluster size) is evaluated separately in x and y as

the r.m.s. of the energy distribution in a box of 5× 5 cells centred on the seed

position.

2.5 The “neutral” hodoscope

The “neutral” hodoscope (NHOD) is a plane of 256 vertical bundles of scintillating

fibers positioned inside the LKr calorimeter, at the depth of ∼ 9.5X0, corresponding

to the maximum development of an electromagnetic shower of ∼ 25 GeV. The NHOD

gives an independent measurement of the timing of electromagnetic showers and it is

used for trigger purposes; the signal produced by a shower provides an independent

trigger (called T0N), which is used as a control signal to measure the efficiency of the

main data acquisition trigger. By construction, the NHOD is fully efficient for clusters

with energy ≥ 25 GeV, with a typical time resolution of σt = 250 ps.

2.6 The K+ → e+νeγ trigger logic and data taking

The NA62 trigger is a multilevel system, designed to cope with rates of particles in

the main sub-detectors at the level of 1 MHz. The full acquisition is synchronized by

a 40 MHz clock. The system is divided in two parts: the “Charged” and the “Neutral”

trigger. The former collects information from the HOD and DCHs: some examples,

which are relevant for this analysis, are the Q1 and the 1TRKLM signals, explained

later in this section. The latter relies on calorimeter energy information and an example
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is the NHOD signal, later discussed as a minimum bias trigger for efficiency studies.

The two sub-systems are controlled by the Trigger Supervisor (TS) that collects all the

information and takes the final decision to read-out or discard the event. The trigger

signals, which arrive to the TS, are then sent to external acquisition units, called Pattern

Units, for monitoring purposes and for the trigger efficiency studies.

K+ → e+νeγ events are characterized by one charged track reconstructed by the

DCHs and two clusters in the electromagnetic calorimeter. Due to the signal event

topology, the K+ → e+νeγ decays are selected using both “Charged” and “Neutral”

trigger information. The trigger signal used to select K+ → e+νeγ events is a combi-

nation of sub-signals, Q1× ELKr × 1TRKLM, where:

• the Q1 requires at least one coincidence in space and time between the hits in

vertical and horizontal scintillators belonging to the same HOD sub-quadrant4.

The Q1 ensures the presence of at least one reconstructed charged track among

the decay products;

• the ELKr corresponds to a minimum energy deposition in the LKr electromagnetic

calorimeter of 10 GeV;

• the 1TRKLM triggers events with at least 1 hit in more than 1 view and less than

15 hits in any view in DCH1-2-4. This signal rejects events with no tracks or high

multiplicity (more than 56 hits per DCH) in the spectrometer.

The RAW data are processed by a software (L3) performing the event reconstruction,

filtering the data and creating different output streams. The program output is in

COmPACT [67] format and contains reconstructed information and physics quantities.

Data were collected during the summer 2007 for a total of∼ 120 days. The sample used

in this analysis corresponds to ∼ 53 days of data taking with K+ beam only.

4The definition of a HOD sub-quadrant has been given in Sec. 2.3
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Chapter 3

K+ → e+νeγ (SD+) measurement

The study of the radiative leptonic K+ → e+νeγ (K+
e2γ) decay is based on a partial1

sample (∼ 40%) of the data collected by the NA62 experiment in 2007. The measure-

ment of the form factors and the comparison with the current PDG average values [16]

are reported in this chapter. The analysis proceeds through the following steps:

• definition of criteria for the signal event selection (see Sec. 3.1): counting of the

number of candidates N(K+
e2γ,SD+) passing the selection;

• measurement of the number of kaon decays inside a given fiducial region during

the considered data taking period (see Sec. 3.2): this quantity, referred to as the

kaon flux Φ(K+), is used for the normalisation;

• determination of the trigger efficiency with a data-driven technique (see Sec. 3.3).

• estimation of the background contamination N(bkg) with Monte-Carlo simula-

tions (see 3.4);

3.1 K+ → e+νeγ (SD+) event selection

The aim is to select K+
e2γ (SD+) candidates and distinguish them from the back-

ground. To this purpose the selection criteria are optimised using MC simulations

of the signal and background decay channels. Particular care must be taken for the

rejection of K+ → π0e+νe and K+ → π+π0 decay channels. The former may lead

to a K+
e2γ (SD+) signature if one photon from the π0 → γγ decay is lost. The latter

may lead to a K+
e2γ (SD+) signature if the π+ is mis-identified as a e+ and one photon

1The data sample analysed is the most suitable for the K+
e2γ study in terms of running conditions.
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from the π0 → γγ decay is lost. The MC simulations are produced with the official

NA62 software (CMC) [70], based on Geant3 package [71], which takes into account:

the beam line geometry and optics; a detailed description of the detector layout, mate-

rial and reconstruction algorithms; the main physical processes (bremsstrahlung emis-

sion, compton scattering, electron-positron annihilation, δ ray production, multiple

coulomb scattering, hadronic and nuclear interactions), as well as secondary particle

decays (π0 → γγ, π0 → γe+e−, µ → eνν̄, π± → lν̄ with l = µ, e). The simulated

events are converted in the same format of experimental data (COmPACT [67]), so that

the same analysis tools are applicable for both data and MC events. CMC allows to

choose the theoretical model to be used for the generation of a decay channel. The

MC event list for the K+
e2γ (SD+) decay is produced with the form factors FV , FA mea-

sured by KLOE [21] (see Eq. 1.22) and reported in [16]. All MC event lists (signal and

backgrounds) used in this analysis are the official NA62 productions [72]. Three event

selection phases can be identified:

1. the collection of events with only one charged track, compatible with a positron

produced in a kaon decay inside the fiducial decay region and the reconstruction

of the kaon decay vertex;

2. the analysis of the energy deposition in the LKr calorimeter to identify events

with two isolated electromagnetic showers, compatible with one being produced

by the track and the other by the radiative photon;

3. the final separation of the signal from the main background components by

means of discriminating kinematic variables.

3.1.1 Fiducial decay region

K+ 

e+ 

CDA 

P1 

P2 

Figure 3.1: Schematic of the Closest Distance of Approach (CDA) between the kaon

and the positron trajectories.
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To select events with a charged track produced in a kaon decay, the Closest Di-

stance of Approach (CDA) between the kaon and the track trajectories is computed, as

shown in Fig. 3.1, using the nominal positions of the kaon beam axis and the positions

of the charged track as measured in DCH. The distribution of the CDA parameter for

MC K+
e2γ (SD+) events is shown in Fig. 3.2 (left panel). Charged tracks with CDA <

3 cm are selected, being considered as coming from a kaon decay.

The coordinate system of the NA62 experiment is represented in Fig. 2.3. It is a

cartesian reference system: the z axis is along the kaon beam line; the y direction is ver-

tical and orthogonal to the kaon beam line (from bottom to top); the x axis determines

a right-handed reference frame. The origin of the coordinate system (x = y = z = 0)

is defined as the point, along the z axis, 120 m downstream the production target.

To select events with a charged track produced in a kaon decay inside the fiducial

decay region, the longitudinal coordinate of the kaon decay vertex, zvtx, is computed

with the CDA as follows (Fig. 3.1):

zvtx =
zP1 + zP2

2
, (3.1)

where P1 and P2 are the points belonging to the kaon and track trajectories, respe-

ctively, and such that, by definition of CDA, the distance between the above lines is

minimum. The distribution of zvtx for MC K+
e2γ (SD+) events is shown in Fig. 3.2 (right

panel); the arrow corresponds to the longitudinal coordinate of the downstream plane

of the final collimator on the beam line, zcoll = −18 m. Due to resolution effects some

events are reconstructed with zvtx < zcoll. Two fiducial regions are used throughout

the analysis for historical reasons and the final result is not dependent on this choice.

One fiducial region, defined by −20m < zvtx < 90m, is chosen to evaluate the kaon

flux (Sec. 3.2); the other one, defined by −16m < zvtx < 90m is fixed for the event

selection. The lower bound, zvtx = −16 m, is chosen to avoid regions near the final

collimator, whose simulation might not be optimal. The upper bound, zvtx = 90 m,

accepts all signal events, while rejecting background events decaying too close the

downstream detectors and wrongly reconstructed.

3.1.2 Charged track selection

In the following procedure the purpose is to identify a well reconstructed track

from the signal channel, while being independent as much as possible on the presence

of tracks from accidental activity. This is useful for the background rejection and to

perform an accurate extraction of the form factors. Within a first step of the track
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Figure 3.2: (Left) Closest Distance Approach (CDA) parameter for MC K+
e2γ (SD+)

events. (Right) Longitudinal decay vertex (zvtx) for MC K+
e2γ (SD+) events; the arrows

represent the cuts applied in the event selection. zvtx = −18 m corresponds to the

position of the final collimator on the beam line.

selection a sample of “bad” tracks is identified for each event; a track is considered

“bad” if it satisfies at least one of the following criteria (it is otherwise marked as

“good”):

• the track is beyond the fiducial kaon decay region, namely zvtx < −20 m or

zvtx > 90 m;

• the track momentum is ptrk < 3 GeV/c or ptrk > 75 GeV/c, that is beyond the

kinematic limits allowed for 75 GeV/c kaon decays;

• the CDA is larger than 10 cm, meaning that the track is not compatible with being

produced in the considered kaon decay vertex;

• the track time with respect to the trigger time is |∆t| > 62.5 ns, meaning that the

track time is not compatible with the trigger time;

• the track is fake and it results from ambiguities in the reconstruction algorithm

produced by hits with similar y coordinate in DCH4; the track is called “ghost”.

A “ghost” track is usually very close to a real one; their separation at the DCH1

plane is less than 1 cm. If a pair of tracks with 3 GeV/c < ptrk < 75 GeV/c and

a distance at DCH1 below 0.5 cm is found, the track with lower reconstruction

fit quality is marked as “ghost”. When the fit qualities are equal, the quantity

Y = |ya
4 − yb

4| is evaluated for each track; yb
4 and ya

4 are the y coordinates of

the track position extrapolated at DCH4, using the reconstructed track positions

and directions before and after the magnet, respectively. As the magnet bends
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the trajectories of charged particles in the horizontal plane only, the track with

larger Y is defined as “ghost”.

Bad tracks include several sources such as: secondary particles produced upstream

of the final collimator (beam-induced), cosmic rays, accidentals. After the above ana-

lysis the event is accepted only if exactly one “good” track is found: this is considered

to be the positron candidate track. The second step of the track selection aims at iden-

tifying the track as a positron. To be compatible with a positron the charged track must

satisfy the following additional requirements:

• positive charge q > 0;

• track quality > 0.7; the variable corresponds to the fraction of hits, in each DCH

view, which are in time with the average time of the total hit sample;

• track impact points are within the fiducial geometrical acceptance of sub-detectors

(regions close to the beam pipe and detector edges are removed). This require-

ment defines the proper sensitive areas of sub-detectors and ensures a reliable

track reconstruction. Knowing the track positions and directions at two given

points before and after the magnet, the track impact point at each sub-detector is

extrapolated; the following distances R are evaluated with respect to the z axis

in detector front planes and required to be:

– at DCH-1,2,4 planes: 12 cm < RDCH < 115 cm;

– at the HOD plane: 14 cm < RHOD < 115 cm;

– at the LKr calorimeter: RLKr > 15 cm; an upper octagonal-shaped cut is

applied and the working conditions of certain LKr areas, masked during

the data taking, are accounted for (more details can be found in [73]).

• track time as measured by the charged hodoscope2: |ttrk − ttrigger| < 20 ns;

• minimum track distance of 2 cm from the nearest dead cell in the LKr calorime-

ter; this requirement ensures a reliable reconstruction of the electromagnetic

shower;

• as already mentioned, the associated decay vertex must be within the fiducial

decay region: −16 m < zvtx < 90 m.

2Such variable is not filled for all events due to the hodoscope intrinsic inefficiency (∼ 1%). When

that is the case the time measurement is taken from the DCH. The default time relies on the hodoscope

because of a better time resolution with respect to the DCH.
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• as already mentioned, CDA < 3 cm.

• 10 GeV/c < ptrk < 55 GeV/c, where ptrk is the track momentum. The lower

limit is dictated by the ELKr > 10 GeV trigger condition (explained in detail in

Sec. 3.3); together with the photon energy requirement it ensures more than 15

GeV energy deposit in the LKr calorimeter. The upper limit is chosen in order

to minimise the K+ → π+π0 background contamination. Fig. 3.3 shows the

squared missing mass m2
miss = (PK − Pe − Pγ)2 distributions as functions of the

track momentum for the MC signal K+
e2γ (SD+) and background K+ → π+π0

decays passing the signal event selection. PK, Pe and Pγ are the kaon, positron

and photon reconstructed 4-momenta, respectively. For the signal (left panel)

the distribution peaks at m2
miss = 0 GeV2/c4, compatible with the mass of the

neutrino, while it is quite uniform over the whole track momentum range. For

the background (right panel) the distribution is shifted towards negative m2
miss

values and it peaks in a narrow track momentum range of (60,70) GeV/c; this is a

consequence of the specific kinematics of K+ → π+π0 events entering the signal

region (the background is discussed in Sec. 3.4).
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Figure 3.3: Distributions of m2
miss = (PK − Pe − Pγ)2 vs the ptrk for K+

e2γ (left, signal)

and K+ → π+π0 (right, background) MC events. The difference in the spectra sug-

gests a cut on the track momentum in the range (10,55) GeV/c (see arrows) in order to

minimise the background contamination from K+ → π+π0 events.

The lepton identification as a positron is based on the reconstruction of the ratio

ELKr/ptrk between the track energy deposition in the LKr calorimeter (energy of the as-

sociated cluster) and the track momentum measured by the magnetic spectrometer [1].

The associated cluster is defined as the closest cluster to the track impact point at the

LKr calorimeter at a distance within 1.5 cm and in time with the track (|∆ttrk−ass.cl| < 6

ns). Tracks with 0.95 < ELKr/ptrk < 1.1 are identified as positrons (Fig. 3.4).
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Figure 3.4: ELKr/ptrk distributions for data (left) and K+
e2γ (SD+) MC events (right)

passing the charged-track selection cuts described in Sec. 3.1.2. The depletion of events

in the region 0.3 < ELkr/ptrk < 0.6, outside the signal region, is due to a trigger feature

and is known from previous analyses. The arrows represent the cuts applied in the

event selection to identify positrons.

3.1.3 Photon selection

The cluster associated to the radiative photon from K+
e2γ (SD+) decay is selected

among the “good” clusters in the LKr calorimeter. A “good” cluster satisfies each of

the following criteria:

• the cluster is not associated to the track;

• the cluster energy is E > 5 GeV (Fig. 3.5). This requirement, together with the

cut on the track momentum, ensures more than 15 GeV energy deposit in the LKr

calorimeter and therefore high efficiency of the ELKr > 10 GeV trigger condition

(see Sec. 3.3);

• the cluster position is within the LKr acceptance, already defined for the charged

track: namely the cluster distance with respect to the z axis, at the LKr calorime-

ter, is required to be RLKr > 15 cm; an outer octagonal-shaped cut is applied and

the working conditions of certain LKr areas, masked during the data taking, are

accounted for [73];

• the cluster time with respect to the positron candidate time is: |∆ttrk−cl| < 6 ns

(Fig. 3.6);

• the cluster distance from the nearest dead cell in the LKr calorimeter is greater

than 2 cm;
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Figure 3.5: Photon energy distribution for K+
e2γ (SD+) MC events in the lab. frame. The

arrow represents the lower cut applied in the event selection.
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Figure 3.6: Data distribution of the time difference between the positron track and

the photon cluster at LKr (∆ttrk−cl). The arrows represent the cut applied in the event

selection.

• the cluster is isolated: its distance from any other cluster is Rcl−cl > 20 cm. This

requirement avoids cluster overlapping and energy sharing, while implying a

negligible reduction (2 · 10−4) in the signal acceptance.

The event is accepted only if exactly one “good” cluster is found: it is assumed to be

the photon candidate cluster. A further selection is applied to this cluster.

• To reject events in which the selected cluster corresponds to a photon produced

via positron bremsstrahlung, a minimum distance of 8 cm between the photon

cluster and the track extrapolation at the LKr plane, without considering the
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magnet bending, is required.

• If the photon interacts in the passive material traversed before reaching the LKr

calorimeter (e.g. the DCH flanges), the selected cluster may be produced by one

of its interaction products. For these events, the reconstructed squared missing

mass m2
miss = (PK − Pe − Pγ)2 increases. Such effect has been studied with a con-

trol sample of K+ → π0e+νe decays. Given the photon trajectory, as introduced

next in Sec. 3.1.6, the photon impact point (xγ, yγ) at the DCH1 front plane can

be computed. The photon radius at DCH1 is then defined as Rγ =
√

x2
γ + y2

γ

and its data-MC ratio for fully reconstructed K+ → π0e+νe events is shown in

Fig. 3.7. A discrepancy for Rγ <12 cm is found: this distance is compatible with

the actual size of the DCH flanges and thus could indicate an inadequate de-

scription of these interactions in the MC. To make the analysis less dependent on

such effect, a radial cut Rγ > 12 cm is imposed.

The LKr calorimeter is also used as a veto by rejecting events with additional extra

clusters in time with the track (|∆ttrk−cl| < 6 ns) and with energy ELKr > 2 GeV.
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Figure 3.7: Photon radius at the DCH1: data-MC ratio for fully reconstructed K+ →
π0e+νe events. The discrepancy for values below 12 cm is compatible with photon

interactions in the DCH1 flange, which are not adequately simulated.

3.1.4 Kaon momentum

Charged kaons are delivered with a central momentum of 74 GeV/c and a spread

of 1.4 GeV/c (r.m.s.). The beam transverse size at the entrance of the decay volume is
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about δx = δy = 4 mm (r.m.s.) and its horizontal and vertical angular divergences are

about 20 µrad (r.m.s.). The kaon 3-momentum components are not directly measured

for each event but the beam average, measured with reconstructed K+ → π+π+π−

decays, is instead used to compute the K+
e2γ (SD+) kinematic variables (see [74, 75] for

further details). The collected data are divided into periods of ∼ 100 SPS bursts with

stable data taking conditions3 and the distributions of all relevant quantities (central

beam momentum, transverse position at the entrance of the vacuum tank and direc-

tions) are fitted in each time interval to extract the mean reconstructed values, which

are recorded in a database. The same procedure is applied to MC simulated events

with one set of constants per run (all events are generated under the same conditions

within a given run). The beam mean momentum p0
K, profile (x, y) and dy/dz slope

varied slowly over time, in the ranges of about 0.1 GeV/c, 1 mm and 10µrad, respe-

ctively; the mean dx/dz slope, correlated with the magnetic spectrometer polarity,

was switched between the two values of about −200µrad to +200µrad according to

the magnet current.

3.1.5 Corrections

Several kinds of corrections are applied to the events in order to improve the resolu-

tion on the track momentum as well as on the energy and position of the LKr clusters.

These corrections were evaluated in previous analyses [1] and studied with dedicated

data samples. The procedures are documented in [72]. The main points are briefly

summarised below.

3.1.5.1 LKr energy corrections

• LKr calorimeter cells are read out above a certain threshold. This results in a non-

linear relation between the deposited and measured energy. The MC simulation

does not reproduce such a feature and a correction must be applied to all clusters

(for data only). Such correction is negligible for cluster energies above 10 GeV,

while it can be otherwise parameterised as a polynomial in the measured energy.

• In order to improve the resolution and uniformity of the LKr response and to

decrease the electron ID inefficiency, a LKr cell-by-cell energy calibration has

been studied, separately for each period of the data taking, by using a sample

3If the run conditions changed the acquisition was ended and a new one started.
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of positrons from K+ → π0e+νe decays. A correction is applied to the data to

calibrate the LKr response.

3.1.5.2 Corrections to cluster position: projectivity and LKr to DCH alignment

The geometry of the LKr is such that the axes of the calorimeter ionization cells

focus to a point P (projectivity point) at a distance D = 10998 cm in front of the LKr

plane. The particles originating close to this point impinge on the cells with a trajectory

parallel to such axes with the result that the reconstructed transverse coordinates of the

clusters do not depend on the longitudinal position of the shower inside the calorime-

ter. However, if the decay vertex is far from the projectivity point, a small correction to

the cluster position depending on the shower depth has to be applied (the projectivity

correction). The depth dsh depends logarithmically on the shower energy and the cor-

rected transverse coordinates (x, y) are linked to the measured positions (x0, y0) by the

formula:

(x, y) = (x0, y0) ·
(

1 +
dsh
D

)
,

where dsh[cm] = 16.5 + 4.3 ln(E[GeV]) is the effective shower depth. The projectivity

geometry of the LKr calorimeter is simulated in CMC, thus the correction must be

applied to both data and MC events. In addition, the cluster positions have to be

corrected for a residual mis-alignment between the LKr and the DCHs. The shift and

rotation parameters of the misalignment are computed using a sample of electrons

and comparing their extrapolated positions measured by the spectrometer with the

correspondent LKr cluster positions. The complete correction to the cluster positions,

accounting for both the projectivity and the LKr to DCH misalignment, is explained

in [76, 77]. The size of the correction to the transverse cluster positions is usually less

than 0.5 cm, while the typical value of the shower depth is about 30 cm. The explicit

expression for the correction of data is:

x = (x0 + 0.136cm + 0.87 · 10−3y0) ·
(

1 +
dsh
D

)
,

y = (y0 + 0.300cm− 0.87 · 10−3x0) ·
(

1 +
dsh
D

)
,

z = zLKr + dsh ,
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while for MC events it is:

x = (x0 − 0.013cm) ·
(

1 +
dsh
D

)
,

y = y0 ·
(

1 +
dsh
D

)
,

z = zLKr + dsh ,

where zLKr is the longitudinal position of the LKr front plane.

3.1.5.3 Internal DCH alignment: α and β correction

The internal mis-alignment of the drift chambers and the mis-calibration of the

magnetic field in the spectrometer induce a bias in the measurement of the track mo-

mentum [78]. A correction is implemented to the measured momentum p0; the effects

of mis-alignment and field mis-calibration are parametrized with two parameters, α

and β. The corrected track momentum ptrk can be obtained using the formula [72, 78]:

ptrk = p0 · (1 + q · α · p0) · (1 + β)

where q is the charge of the track. The absolute values of α and β are time-dependent

and of the order of 10−5GeV−1 and 10−3, respectively. In addition, the mean beam

momentum, p0
K, from the database, introduced in Sec. 3.1.4, has been β-corrected ac-

cording to the formula:

pK = p0
K · (1 + β).

These corrections are applied to both data and MC events. The α and β parameters

have been evaluated on periods of ∼ 100 SPS bursts during the data taking.

3.1.5.4 Earth magnetic field effect

A stray magnetic field is present in the decay region; the source of it is due to the

earth magnetic field. The trajectories of charged particles are bent with respect to their

initial direction. As a consequence, the directions measured at DCHs are different from

the ones at the decay vertex. As a numerical example, the discrepancy is ∼ 10−5 rad

for ∼ 50 GeV/c over the full tank. To correct for such an effect, the charged tracks

are traced backwards through the earth field to the decay vertex position and their

directions are corrected according to the measured field.
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3.1.5.5 Correction for kaon momentum spectrum width

The spectra of data and MC kaon momentum slightly differ in the core width

and in the high momentum tail. The effect has been studied with K → πππ events

[72, 75, 79]. The Data/MC ratio from samples of K3π events is shown in Fig. 3.8, in

arbitrary units. This shows a difference in the core width (around the nominal value

of 74 GeV/c) and also in the high momentum tail. A weight w is applied to MC events

according to the formula below:

w = 1 + τ · (pgen
K − 74 GeV)2, (3.2)

where pgen
K is the generated kaon momentum and τ is a time-dependent parameter

in the range: (−0.08 < τ < 0.08) GeV−2. For the partial data sample analysed in

this thesis: τ = 0.07 GeV−2. Detailed studies and further information can be found

in [75, 79].
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Figure 3.8: Data to MC ratio of the kaon momentum distribution reconstructed using

K3π events [72]. The formula for the weight is chosen to flatten the parabolic-like shape

visible in the distribution.

3.1.6 Signal event reconstruction and kinematics

The reconstruction of the K+
e2γ (SD+) events is performed using the information

of the candidate positron and the cluster associated to the candidate photon. The

positron 4-momentum, Pe, is reconstructed by using the momentum and directions

(earth field corrected) of the track measured by the spectrometer (in the hypothesis of

the positron mass), while the photon 4-momentum, Pγ, is computed using the energy
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and the position of the LKr cluster, as well as the decay vertex position. The slopes

of the photon trajectory, (dx/dz)γ and (dy/dz)γ, are reconstructed with the corrected

position of the photon cluster (xcl, ycl, zcl) at the LKr calorimeter and the position of

the decay vertex (xvtx, yvtx, zvtx):

(dx/dz)γ =
xcl − xvtx

zcl − zvtx
, (dy/dz)γ =

ycl − yvtx

zcl − zvtx
.

The photon 3-momentum, ~pγ, can be expressed as:

~pγ =
Eγ√

1 + (dx/dz)2
γ + (dy/dz)2

γ

((dx/dz)γ, (dy/dz)γ, 1).

The K+
e2γ (SD+) kinematic variables x and y are reconstructed using the formulae

(see Eqs. 1.11-1.13):

x =
2E∗γ
mK

=
2PK · Pγ

m2
K

, y =
2E∗e
mK

=
2PK · Pe

m2
K

,

where E∗γ and E∗e are respectively the photon and positron energies in the kaon rest

frame and PK is the kaon 4-momentum taken from the database. In the kaon rest frame,

the K+
e2γ (SD+) events are mainly confined in a kinematic region of the x-y plot where

the photon and the positron are emitted almost anti-parallel, with a relative angle

θ∗eγ > 120◦ (in more than 95% of the cases) and with the positron energy spectrum

peaking at E∗e = mK/2 · (1 + re) or y = 1 + re (re ≡ (me/mK)
2 = 1.07 · 10−6). On

the other hand, the IB and SD− components are concentrated along the line x + y = 1

(see Fig. 1.2). As already mentioned, the main backgrounds to K+
e2γ (SD+) are due to

the K+ → π0e+νe and K+ → π+π0 decays (followed by π0 → γγ), when a photon

from π0 remains undetected. The kinematic endpoints of K+ → π0e+νe and K+ →
π+π0 backgrounds are (assuming the electron hypothesis for the track): ymax(K+ →
π0e+νe) = 0.925 and ymax(K+ → π+π0) = 0.920. A cut at y > ymax(K+ → π0e+νe)

is therefore necessary to reject most of the background. The following kinematic cuts

define the signal region:

• a lower limit x > 0.2 is chosen to reduce the IB background that increases at

low x: the x-y distribution for the MC K+
e2γ(IB) background is shown in Fig. 3.9

(bottom-left panel).

• the y resolution varies from σy = 0.006 at low momenta (ptrk < 20GeV/c),

where it is dominated by the reconstruction of the momentum directions, up

to σy = 0.015 at high momenta (ptrk > 50GeV/c), where the component from
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Figure 3.9: Distribution of reconstructed x and y kinematic variables for the signal

K+
e2γ(SD+) (top-left) and background K+ → π0e+νe (top-right), K+

e2γ(IB) (bottom-left)

and K+ → π+π0 (bottom-right) MC events (logarithmic colour scale). The overlay

regions define the analysis kinematic region.

the spectrometer resolution is not negligible. Assuming a fixed lower cut at

y > ymin, with ymin = 0.95, and a y resolution of σy ≈ 0.01, the kinematic end-

points ymax(K+ → π0e+νe) = 0.925 and ymax(K+ → π+π0) = 0.920 are about

2.5σy and 3σy, respectively, away from the chosen signal region; a residual back-

ground contamination is expected due to y resolution tails. A fixed y cut is not

optimal over the full momentum range of the analysis, ptrk = (10, 55) GeV/c,

and two regions have been considered:

1. for 10 GeV/c ≤ ptrk < 35 GeV/c the y resolution is 0.006 ≤ σy < 0.010 and

a fixed lower cut at y > 0.950 ensures more than 3σy separation between

signal and background components;

2. for 35 GeV/c ≤ ptrk < 55 GeV/c the y resolution is 0.010 ≤ σy < 0.015 and

the lower cut at y > ymin varies in four ptrk bins of 5 GeV/c width according

to the y resolution; ymin is chosen as ymin = 3σy + ymax(K+ → π0e+νe) and
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the explicit values are: ymin = (0.954, 0.959, 0.964, 0.969).

The x-y distributions for the MC K+ → π0e+νe and K+ → π+π0 backgrounds

passing the event selection described up to this point with a lost photon, are

shown in Fig. 3.9. The K+ → π0e+νe distribution (top-right panel) has a nearly

rectangular shape covering the whole x (photon energy spectrum) and y (positron

energy spectrum) ranges. The kinematic endpoints in x and y are smeared by

resolution effects. No events are reconstructed in the regions y < 0.15 and

x < 0.08, corresponding to low-momentum (< 40 MeV) kaon decay products

in the kaon rest frame: this is because such particles travel in the beam pipe and

miss the detector. The x-y distribution for MC K+ → π+π0 (bottom-right panel)

covers the whole x range but only populate high momenta (0.8 < y < 0.9): this

is a consequence of the closed kinematics of the process (two-body decay) and

the lost photon.

• |m2
miss| < 0.01 GeV2/c4, where m2

miss = (PK − Pe − Pγ)2 is the reconstructed

squared missing mass, already introduced in Sec. 3.1.2, corresponding to the

mass of the neutrino for the K+
e2γ (SD+) decay (see Fig. 3.10).

]4/c2 [GeVmiss
2m

-0.1 -0.08 -0.06 -0.04 -0.02 0 0.02

En
tr

ie
s/

0.
00

1

1

10

210

310

Figure 3.10: Squared missing mass m2
miss distribution for data (log scale). The complete

list of cuts for the charged-track, photon and kinematic selections of K+
e2γ (SD2) events

is applied. The arrows represent the m2
miss cut chosen for the event selection.

The x-y distribution for the signal MC K+
e2γ(SD+) is shown in Fig. 3.9 (top-left panel),

this has a nearly triangular shape and peaks at high y values (E∗e = mK/2) correspon-

ding to high positron energy. The origin of events reconstructed in the region below
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the diagonal x + y = 1 has been found to be related to energy losses produced by

interactions in the detector material (e.g. the DCH flanges), positron bremsstrahlung

and γ → e+e− conversion. The first two processes are treated with specific cuts, as

shown in Sec. 3.1.2, while the photon conversions are included in the reconstruction

efficiency of the detector. The number of K+
e2γ (SD+) candidates passing the event se-

lection is N(K+
e2γ, SD+) = 9835. The study and the evaluation of the background will

be described in Sec. 3.4.

3.2 Normalization mode

3.2.1 K+ → π0e+νe event selection

The kaon flux is evaluated by counting the K+ → π0e+νe decays (followed by

π0 → γγ) and taking their BR from the Particle Data Group (PDG Review [16]). This

decay has a signature similar to the signal, with one charged track in the final state,

and it has been acquired with the same trigger chain4. It differs from the signal by the

presence of two photons in the final state, coming from the π0 → γγ decay, instead

of a single one. Due to its relatively high branching ratio (∼ 5%), the K+ → π0e+νe

decay can be selected with a negligible background contamination (∼ 10−4).

The charged track selection and the kaon decay vertex reconstruction, for this ana-

lysis, are the same as for the signal event selection (Sec. 3.1.2), so that no systematic

effects related to the difference between the signal and the normalization channel se-

lections are introduced. The same photon selection as the one reported in section 3.1.3

is applied to reconstruct two clusters in the LKr calorimeter, which are generated by

a π0 → γγ decay. An additional requirement on the time difference between the two

photon clusters, being within 3 ns, ensures their common origin. A minimum distance

of 20 cm between the two photon clusters at the LKr calorimeter is also required in or-

der to avoid energy sharing effects between the photon electromagnetic showers. The

signal di-photon mass range is determined by fitting the γγ mass distribution (shown

in Fig. 3.11) and keeping events within 5 standard deviations of the distribution peak:

125 MeV/c < M(γγ) < 145 MeV/c.

The K+ → π+π0 decay contributes as a background to K+ → π0e+νe events if the

charged pion is mis-identified as a positron. This contribution, reported in Tab. 3.1, is

the dominant one and its treatment is explained in Sec. 3.4.1. A kinematic separation

4The Ke2 main trigger.
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Figure 3.11: γγ mass distribution for data (logarithmic scale) passing the K+ → π0e+νe

event selection cuts described up to this point.

of K+ → π0e+νe and K+ → π+π0 decays is achievable by constraining the missing

transverse momentum pT calculated with respect to the kaon direction. In the K+ →
π0e+νe decay, the neutrino in the final state is undetectable and it produces a loss of

transverse momentum, while in the K+ → π+π0 decay all the particles in the final

state are visible by the detector and can be reconstructed. The kinematic separation

of K+ → π0e+νe and K+ → π+π0 is illustrated in Fig. 3.12. The pT spectrum for

K+ → π+π0 MC events is mainly constrained at zero and a lower limit pT > 0.02

GeV/c is applied to reject this background.

Another source of background comes from K+ → π0e+νe followed by the π0 →
e+e−γ Dalitz decay (combined branching ratio BR = 6 · 10−4): when one of the two

leptons from the Dalitz decay is lost, the π0 is wrongly reconstructed with the photon

and the remaining lepton. This background contribution, reported in Tab. 3.1, is the

second main one. A kinematic background rejection is obtained by constraining the

reconstructed squared missing mass: |m2
miss| = |(PK − Pe − Pγγ)2| < 0.01 GeV2/c4.

Fig. 3.13 shows the m2
miss distributions for MC K+ → π0e+νe (π0 → γγ) and K+ →

π0e+νe (π0 → γe+e−) Dalitz events. The former distribution (left panel) represents the

neutrino invariant mass and m2
miss peaks at 0 GeV2/c4, while the latter (right panel)

shows no peak and a tail at positive m2
miss values as a consequence of the π0 mis-

reconstruction.

A dedicated background study for K+ → π0e+νe (π0 → γγ) events, labelled as

Ke3, is performed with MC simulations. For each source the background over signal
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Figure 3.12: pT distributions for K+ → π0e+νe (signal, yellow) and K+ → π+π0 (back-

ground, blue) MC events. The difference in the spectra suggests for the signal selec-

tion a cut at pT > 0.02 GeV/c in order to reject the background contamination from

K+ → π+π0 events.
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Figure 3.13: m2
miss = (PK − Pe − Pγγ)2 distributions for MC (signal, yellow) K+ →

π0e+νe (π0 → γγ) and (background, red) K+ → π0e+νe (π0 → e+e−γ) Dalitz events.

The difference in the spectra suggests a narrow cut at m2
miss < 0.01 GeV2/c4 in order

to reduce this background contamination.

ratio is computed as:

α =
Acc(bkg)× BR(bkg)
Acc(Ke3)× BR(Ke3)

.

The geometrical acceptances, Acc(bkg) and Acc(Ke3), are evaluated with MC simula-

tions; the explicit expression for the signal acceptance is defined below and reported
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in Tab. 3.1:

Acc(Ke3) =
NMC(Ke3)

NMC(−2000cm < zgen < 9000cm)
, (3.3)

where NMC(−2000 cm < zgen < 9000 cm) is the number of generated K+ → π0e+νe

(π0 → γγ) MC events in the given fiducial decay region −2000 cm < zgen < 9000 cm,

with zgen being the z coordinate of the generated decay vertex. NMC(Ke3) is the number

of selected K+ → π0e+νe (π0 → γγ) MC events within the same sample. The cut on

the reconstructed zvtx at the numerator is −1600 cm < zvtx < 9000 cm, the same as

the one defined in Sec. 3.1.2 for the signal selection. The same acceptance definition

is applied to the background sources. Acc(Ke3) and Acc(bkg) are reported in Tab 3.1,

together with the branching ratios, BR(Ke3) and BR(bkg), taken from the PDG [16].

The α ratios for these backgrounds are also summarized in Tab. 3.1.

Decay Acceptance BR (%) α

K+ → π0e+ν(π0 → γγ) 0.11 5 −

K+ → π+π0(π0 → γγ) 1.2× 10−6 20 ∼ 4× 10−5

K+ → π0e+ν(π0 → γe+e−) 2.2× 10−4 0.06 ∼ 2× 10−5

Table 3.1: Signal and background sources to K+ → π0e+νe (π0 → γγ) events: accep-

tances at the end of the full selection, branching ratios (BR) and α ratios.

The total background contamination to Ke3 events amounts to α < 10−4; it counts for

a negligible contribution when compared with the overall expected precision of this

analysis. For this reason it will be neglected in the measurement of the kaon flux.

3.2.2 Kaon flux computation

The kaon flux in a given fiducial decay region, for a general case, can be calculated

using the formula:

Φ(K+) =
N(Ke3)− N(bkg)

BR(Ke3)× Acc(Ke3)× εKe3

, (3.4)

where N(Ke3) is the number of selected K+ → π0e+νe (π0 → γγ) candidates; N(bkg)

is the number of background events passing the event selection; εKe3 is the trigger ef-

ficiency for K+ → π0e+νe (π0 → γγ) events. The latter relies on a minimum bias

trigger configuration ensuring high efficiency and is measured directly from data, as

described in Sec. 3.3. The quantity N(bkg) can be written in terms of the single back-

ground components as: ∑i Φ(K+)Acci(bkg)BRi(bkg), where the index i runs over the
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background sources to K+ → π0e+νe (π0 → γγ) events. Substituting this expression

in Eq. 3.4 and solving the equation for Φ(K+) one obtains:

Φ(K+) =
N(Ke3)

(BR(Ke3)× Acc(Ke3)× εKe3) + ∑i Acci(bkg)BRi(bkg)
. (3.5)

Using the following values:

N(Ke3) = 56, 645, 739;

BR(Ke3) = (0.0501± 0.0004);

Acc(Ke3) = (11.180± 0.002)%;

εKe3 = (0.99451± 0.00013)

and neglecting the background term, which amounts to ∑i Acci(bkg)BRi(bkg) < 4×
10−7, a result for the kaon flux is obtained:

Φ(K+) = (10.17± 0.08) · 109. (3.6)

The flux uncertainty accounts only for the uncertainties on the quantities appearing in

Eq. 3.4 and is computed propagating the errors in quadrature. The relative error on

the flux appears to be 0.8% and is dominated by the uncertainty on BR(Ke3). The kaon

flux obtained corresponds to the number of kaon decays in the fiducial decay region

−2000 cm < Zvtx < 9000 cm during the analysed data taking period.

3.2.3 Data-MC comparison

The reliability of the MC simulation has been checked using the normalization

channel. The MC distributions have been normalised using the kaon flux Φ(K+), as

computed in Eq. 3.6, and the branching ratios reported in Tab. 3.3. The data-MC

comparisons of events passing the Ke3 selection for the most relevant variables of the

analysis are shown in Figs. 3.14,3.15,3.16,3.17.

All Data/MC ratio disagreements are outside the signal region defined for the se-

lection of the normalization decay channel.

3.3 Trigger efficiency studies

The trigger used for the selection of K+
e2γ (SD+) events was originally implemented

and optimised for the acquisition of K+ → e+νe events and it is called the “Ke2 main
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Figure 3.14: Reconstructed zvtx distributions of K+ → π0e+νe candidates compared

with the sum of normalised estimated signal and background components (logarith-

mic scale). Data/MC ratio shows that the agreement fails for resolution effects outside

the signal region: −2000 cm < zvtx < 8000 cm.
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Figure 3.15: Reconstructed positron radius at DCH1, RDCH(e+), distributions of

K+ → π0e+νe candidates compared with the sum of normalised estimated signal and

background components (logarithmic scale). Data/MC ratio shows that the agreement

fails for RDCH(e+) < 12 cm, which is understood to be caused by particle interactions

in the DCH1 flange.
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Figure 3.16: Reconstructed track momentum distributions of K+ → π0e+νe candidates

compared with the sum of normalised estimated signal and background components

(logarithmic scale). Data/MC ratio shows a disagreement for ptrk < 5 GeV/c, which

might be due to low-momentum positrons interacting in the detector material on the

beam line.

 [GeV/c]TP
0 0.05 0.1 0.15 0.2 0.25 0.3

En
tr

ie
s

210

310

410

510

610

data

e! 0" + e# +MC K

0" +" # +MC K

 [GeV/c]TP
0 0.05 0.1 0.15 0.2 0.25 0.30

0.5
1

1.5
2

Figure 3.17: Reconstructed transverse momentum, PT, distributions of K+ → π0e+νe

candidates compared with the sum of normalised estimated signal and background

components (logarithmic scale). Data/MC ratio shows a disagreement for PT < 0.01

GeV/c, which might be due to a non perfect rejection of the K+ → π+π0 decay peak-

ing in this PT region.
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trigger”. As introduced in Sec. 2.6, the trigger signal consists of the coincidence be-

tween three sub-signals: Q1× ELKr × 1TRKLM.

The trigger efficiency has been directly measured with data. The procedure can be

summarised as follows: selection of a control data sample and counting of the number

of events, among those that passed the event selection, for which the trigger condition

is satisfied. The trigger structure allows studying the efficiencies for the “Ke2 main

trigger” and for the single sub-signal components: each trigger condition is stored by

means of pattern units (PU), a digital register which allows accessing each bit of the

trigger word (TW) produced by the trigger supervisor (TS) during the data taking.

Control trigger signals are available and can be used to select control data samples.

In this analysis the control signal is the NHOD, introduced in Sec. 2.6, provided by the

“neutral hodoscope” and triggering on a shower in the LKr calorimeter. This choice

is reasonable for both the signal (K+
e2γ, SD+) and the normalisation mode (Ke3) as the

decay products (e+ and γ) are expected to release their energy in the LKr calorimeter.

The NHOD trigger rate is higher compared with the triggers to be measured and the

control data sample has been downscaled (D = 150). The trigger efficiency for the

sub-signal i (e.g. Q1) is determined by the ratio:

εi =
NPU(i)∗NHOD

NNHOD
, (3.7)

where NPU(i)∗NHOD is the number of selected events in the control data sample sat-

isfying the trigger condition i, taken from the pattern units, and NNHOD is the total

number of selected events in the control data sample. The “Ke2 main trigger” effi-

ciency is measured by requiring the coincidence, in a 75 ns readout window, of the

three trigger conditions for events within the same control data sample:

ε =
NPU(Q1)∗PU(1TRK)∗PU(LKr)∗NHOD

NNHOD
. (3.8)

The error assigned to the trigger efficiency is binomial and is given by:

δε =

√
ε(1− ε)

NNHOD
. (3.9)

The measurement of the K+
e2γ(SD+) trigger efficiency is constrained by the statistically

poor data sample of K+
e2γ(SD+) candidates (∼ 10, 000/D events). The trigger efficiency

can be measured for the normalisation channel only. The sample of Ke3 candidates

comprises about 380,000 events and the measured trigger inefficiencies (1− ε) are re-

ported in Tab. 3.2.
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Trigger signal Inefficiency (1− ε)

Q1 2.8× 10−3

1TRKLM 1.2× 10−3

ELKr 0.1× 10−3

Time mis-alignment 1.4× 10−3

Total “Ke2 main trigger” 5.5× 10−3

Table 3.2: Trigger inefficiencies measured with reconstructed Ke3 events; an additional

source of inefficiency, due to the time mis-alignment between the single sub-signals

within the readout window, is reported.

3.3.1 Q1 trigger efficiency

The Q1 trigger signal requires at least one coincidence between horizontal and ver-

tical scintillators within the same hodoscope sub-quadrant. The Q1 inefficiency ac-

counts for ∼ 50% of “Ke2 main trigger” inefficient events. The distribution of Q1

inefficient events at the HOD front plane is shown in Fig. 3.18. Two components can

Figure 3.18: The Q1 inefficiency as a function of the track impact point on the HOD,

evaluated using Ke3 events.

be distinguished:
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• one is uniform on the HOD plane and it amounts to 1− ε = 2.2× 10−3;

• the other is localized on the HOD plane, it amounts to the remaining 1− ε =

5.6× 10−4, and it is due to coincidences of small “cracks” in the horizontal and

vertical scintillator slabs.

The former component can be assumed to be the same for Ke3 and K+
e2γ (SD+) events.

The latter component determines an accumulation of Q1 inefficient events in the (x, y)

regions of the HOD plane defined by (0,±2cm) and (±2cm, 0). Being geometrical, the

inefficiency depends on the event kinematics; the spatial distribution of Ke3 events on

the HOD plane is different for K+
e2γ (SD+). This inefficiency has been simulated with

Ke3 events by tuning the MC in order to obtain the same inefficiency value as the one

measured with data. The simulated inefficiency corresponds to a 100% inefficiency

in 200 µm wide strips in the vertical and horizontal planes of the HOD: the value ob-

tained with Ke3 MC events is 1− ε = 6.2× 10−4. The inefficiency simulated for K+
e2γ

(SD+) MC events gives the following value: 1− ε = 5.8× 10−4. The difference be-

tween the two inefficiency estimations (with Ke3 and K+
e2γ (SD+) MC events) is ∼ 8%

relative and it implies a correction to events showing the Q1 localized trigger ineffi-

ciency, which amounts to ∼ 5 × 10−5 and can be neglected. As a consequence, the

trigger efficiency component coming from Q1 can be assumed to be the same for Ke3

and K+
e2γ (SD+) events.

Fig. 3.19 shows the Q1 trigger efficiency for Ke3 events plotted as a function of the

track momentum: no dependence is observed. Using Eq. 3.7 the following measure-

ment is achieved: εQ1 = 0.99724± 0.00009stat.

3.3.2 ELKr(10 GeV) trigger efficiency

The ELKr(10 GeV) trigger signal requires a minimum energy deposit of 10 GeV in

the LKr calorimeter. The selection criteria described in Sec. 3.1.2 and applied in both

K+
e2γ(SD+) and Ke3 event selections, namely (10 < ptrk < 55) GeV/c and Eγ > 5 GeV,

have been chosen in order to guarantee an energy deposition in the LKr calorimeter

above the 10 GeV trigger energy threshold. Fig. 3.20 shows the ELKr(10 GeV) trigger

efficiency for Ke3 events plotted as a function of the track momentum. The efficiency

is very high and flat on the full momentum range; using Eq. 3.7 the following mea-

surement is achieved: εELKr(10 GeV) = 0.999908± 0.000017stat.
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Figure 3.19: The Q1 trigger efficiency as a function of the track momentum measured

using Ke3 events.
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Figure 3.20: The ELKr(10 GeV) trigger efficiency as a function of the track momentum

measured using Ke3 events.
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3.3.3 1TRKLM trigger efficiency

The 1TRKLM trigger signal constrains the number of hits in DCH1,2 and 4 deter-

mining the suppression of events with high and low activity in the drift chambers.

The 1TRKLM trigger condition is highly efficient for Ke3 events: Fig. 3.21 shows that

it is independent on the track momentum. Using Eq. 3.7 the following estimation is

obtained: ε1TRKLM = 0.99867± 0.00006stat.
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Figure 3.21: The 1TRKLM trigger efficiency as a function of the track momentum mea-

sured using Ke3 events.

3.3.4 Main trigger efficiency

The efficiency of the total “Ke2 main trigger” (namely the Q1 × ELKr(10GeV) ×
1TRKLM trigger efficiency) for Ke3 events (εKe3) has been measured:

εKe3 = 0.99451± 0.00013.

This efficiency differs from the product of the single sub-signal efficiencies because

it is affected by the time mis-alignment between the sub-signal components, namely

events for which Q1, 1TRKLM and ELKr are efficient, within a certain readout window;

those events are reported in Tab. 3.2 and amount to 1.4× 10−3.
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Figure 3.22: The total “Ke2 main trigger” efficiency as a function of the track momen-

tum measured using Ke3 events.

Stability checks of the total “Ke2 main trigger” efficiency confirm that εKe3 does not

depend on the relevant variables of the analysis: the track momentum (Fig. 3.22),

the photon energy in the lab frame and the kinematic variable y proportional to the

positron energy in the kaon rest frame (Fig. 3.23).
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Figure 3.23: The total “Ke2 main trigger” efficiency vs the photon energy in the lab

frame (left) and the y variable in the kaon rest frame (right) for Ke3 events.
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3.3.5 Conclusions

The evaluation of the trigger efficiency for K+
e2γ(SD+) events is affected by the li-

mited statistics of the sample of K+
e2γ(SD+) candidates. The trigger efficiency has been

measured for the normalisation channel (Ke3). The trigger inefficiency εKe3 is domi-

nated by the Q1 component, which is in turn dominated by a diffuse component due

to the intrinsic HOD inefficiency. Due to the topological similarity between Ke3 and

K+
e2γ (SD+) and a carefully designed trigger logic, the trigger efficiencies for both decay

modes are expected to be similar. In particular, the 1TRKLM component relies on the

track reconstruction in DCHs and Ke3 and K+
e2γ (SD+) events have a common charged

track selection. The ELKr inefficiency is negligible for Ke3 events and so is for K+
e2γ

(SD+); due to the event selection requirements on the photon energy (at least 5 GeV in

the lab frame) and on the lower limit of the track momentum (at least 10 GeV/c), the

overall energy released in the calorimeter by selected K+
e2γ (SD+) events is above the

10 GeV energy trigger threshold. Moreover, the time mis-alignment component does

not depend on the decay mode and it can be assumed to be the same for Ke3 and K+
e2γ

(SD+) events. In this scenario, as the “Ke2 main trigger” efficiency cancels between

signal and normalization channels, the residual systematic effects are negligible.

3.3.6 Trigger efficiency for backgrounds

The 1TRKLM trigger efficiency has been studied in a control sample obtained using

the K+
e2γ(SD+) event selection (reported in Sec. 3.1) with no kinematic cuts on m2

miss,

x and y variables applied. The control sample is dominated by the background; the

selected events are mainly K+ → π0e+νe and K+ → π+π0 decays with a lost photon

from the π0 → γγ decay. Fig. 3.24 shows the 1TRKLM trigger efficiency as a function

of the photon energy in the lab frame and the kinematic variables (x,y) in the kaon rest

frame.

A dependence of the trigger efficiency on the photon energy in the lab frame is

visible and the inefficiency increases up to 10% at low energies of the detected photon.

This is due to the lost photon carrying most of the π0 energy, thus travelling nearly

parallel to the beam pipe. The photon is more likely to interact with the material of

the detector, produce a shower and thus high multiplicity in the drift chambers; such

events are more likely to be rejected by the 1TRKLM trigger component. The above

dependence is also visible in the kaon rest frame, where the 1TRKLM trigger efficiency

decreases at low values of x (proportional to the energy of the detected photon in
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Figure 3.24: The 1TRKLM trigger efficiency vs photon energy in the lab frame (left)

and on the (x,y) plot (right) evaluated using the K+
e2γ(SD+) event selection with no

kinematic cuts (m2
miss, x and y ).

the kaon rest frame). To evaluate the effect on K+
e2γ(SD+) events, this dependence is

taken into account by weighting the background MC distributions for the 1TRKLM

trigger efficiency as a function of x. This correction and more studies, reported in

Sec. 3.6.2, have been performed to estimate the related systematic uncertainties on the

measurement of the K+
e2γ(SD+) form factors and to assess to what precision the trigger

inefficiency is controlled.

3.4 K+ → e+νeγ (SD+) Background Evaluation

A summary of the background sources, with their short notations and branching

ratios, is reported in the first three columns of Tab. 3.3. A model independent back-

ground evaluation is performed in terms of the ratio, N(bkg)/Ntot, between the com-

puted number of background events, as expected in the signal region, and the number

of signal events selected from data. The ratio is computed as:

N(bkg)
Ntot

=
Φ(K+) · BR(bkg) · Acc(bkg)

N(K+
e2γ, SD+)

, (3.10)

where the denominator represents the number of K+
e2γ(SD+) data candidates passing

the event selection and reported at the end of Sec. 3.1.6; the kaon flux Φ(K+) has been

computed in Eq. 3.6; the branching ratio BR(bkg) is taken from Tab. 3.3; the geome-

trical acceptance Acc(bkg) in the given fiducial region is evaluated with MC using the

explicit expression in Eq. 3.3 and it includes the trigger efficiency for backgrounds

through the correction introduced in Sec. 3.3.6.
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Backgrounds Short notation Branching Ratio (BR) N(bkg)/Ntot

K+ → π0e+νe (π0 → γγ) Ke3 (5.01± 0.04)× 10−2 0.018

K+ → π+π0 (π0 → γγ) K2π (20.42± 0.08)× 10−2 0.004

K+ → π0e+νe(π0 → e+e−γ) Ke3D (5.97± 0.05)× 10−4 2 · 10−4

K+ → π+π0(π0 → e+e−γ) K2πD (24.32± 0.09)× 10−4 2 · 10−5

K+ → e+νeγ (IB) K+
e2γ(IB) (1.581± 0.008)× 10−5 1 · 10−4

K+ → e+νeγ (SD−) K+
e2γ(SD−) (2.58± 0.26)× 10−6 4 · 10−4

K+ → π0µ+νµ (π0 → γγ) Kµ3 (3.31± 0.03)× 10−2 < 10−7

K+ → π0µ+νµ(π0 → e+e−γ) Kµ3D (3.95± 0.04)× 10−4 < 10−7

Table 3.3: Background sources analysed for the K+
e2γ (SD+) analysis with their bran-

ching ratios [16] and N(bkg)/Ntot values. BR(K+
e2γ , SD−) is not measured and

χPT expectations at O(p6) are used (see Tab. 1.3) with a 10% relative uncertainty.

The main background comes from the Ke3 decay; its branching ratio is a factor

of ∼ 3000 higher than that of the signal. The decay may lead to a K+
e2γ signature if

one photon from the π0 decay is undetected (absorbed before the LKr, or out of the

calorimeter acceptance) or if the π0 decays in the Dalitz mode, π0 → e+e−γ, and the

e+e− pair is undetected. Ke3 and K+
e2γ decays are found to be kinematically5 compatible

if the positron undergoes large multiple Coulomb scattering (MCS) in the detector

material. In particular, MCS at the kevlar window and DCH1 affects the reconstruction

of the track direction, which is used for the computation of the decay vertex and CDA

parameter; to confirm this statement, Fig. 3.25 shows that the CDA distribution for

background Ke3 events passing the signal selection has a significantly larger mean

value than that of the signal K+
e2γ(SD+).

Non-Gaussian tails of MCS are simulated with a limited precision and the effect on

Ke3 background has been investigated with two specific MC Ke3 samples, in which the

theories describing the MCS include Gaussian tails only, in one case, and extra terms

associated to the non-Gaussian tails [80], in the other one (default sample). Using Eq.

3.10, the background evaluations at CDA = 3 cm, which is the value chosen for the

signal event selection, are the following:

N(Ke3 − default sample)
Ntot

= 1.8%;
N(Ke3 − Pure Gaussian)

Ntot
= 0.5%.

The Ke3 background evaluations obtained with the two MC samples show that the Ke3

5 The event kinematic selection is described in Sec. 3.1.6.
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Figure 3.25: CDA distributions for Ke3 (left, background) and K+
e2γ (right, signal) MC

events. The observable is sensitive to MCS of the positron in the kevlar window and

DCH1; the difference in the mean value of one order of magnitude confirms large MCS

as the origin of Ke3 events passing the signal selection.

background, in the assumption of non-Gaussian tails of MCS, is enhanced by a factor

of ∼ 4 with respect to a model assuming pure Gaussian tails. The dependency of the

systematic error on form factors from the uncertainty of the fraction of Ke3 events has

been studied and is reported in Sec. 3.6.3.

The second main source of background comes from the K2π decay; its branching

ratio is a factor of ∼ 12000 higher than that of the signal. The decay may contribute

to the background if one photon from the π0 decay is undetected and the charged

pion is mis-identified as a positron because it deposits > 95% of its energy in the LKr

calorimeter. As known from previous analyses [1], the study of the K2π background

contamination is biased by the MC reliability in the simulation of hadronic cascade

development in the LKr calorimeter. To compute the number of expected K2π events

passing the signal selection, the identification of the MC charged track by means of

the reconstructed ELKr/ptrk variable (introduced in Sec. 3.1.2) is not performed and

the MC events are corrected for the measured probability to mis-identify a pion as a

positron. A discussion about this probability (P(π → e)) and the correction applied to

this background contribution is reported in Sec. 3.4.1.

Looking at the MC K2π events arriving at the end of the signal selection without

any requirement on ELKr/ptrk, two contributions are identified: those are represented

in Fig. 3.26, where the quantity defined as ∆p = ptrk(rec) − ptrk(true) is plotted for

those events. A component peaks at ∆p = 0 with a r.m.s. of ∼ 1 GeV/c, which

is about one order of magnitude larger than the expected spectrometer resolution at
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Figure 3.26: ∆p = ptrk(rec) − ptrk(true) for K2π MC events passing the signal event

selection (no ELKr/pptrk cut applied).

high momenta6 (e.g. σp ∼ 100 MeV at 50 GeV/c). Another component peaks around

5 GeV/c. To explain the origin of such background one can argue that the first compo-

nent is due, as for Ke3, to non Gaussian MCS in the detector material before the magnet

(kevlar window and DCH1), while the second component is due to non Gaussian MCS

in the detector material after the magnet (DCH2-3 and Helium). In the first case, the

MCS mainly affects the reconstruction of the decay vertex and the CDA parameter,

while in the second case the MCS induces a mis-measurement of the bending angle,

thus of the reconstructed track momentum. Moreover, the presence of a peak at posi-

tive ∆p results from to the positive correlation between ∆p and y and from the signal

selection criteria based on a lower limit requirement on y (see Sec. 3.1.6). The proba-

bility (P(π → e)) based on ELKr/ptrk depends on ∆p: to account for such correlation a

correction has been applied to MC K2π events, on top of the correction for (P(π → e)).

The discussion and evaluation of K2π background are reported in Sec. 3.4.1.

Another source of background comes from the K2πD decay, in which the π0 de-

cays in the Dalitz mode π0 → e+e−γ; two different components can be distinguished

according to the way this decay chain may lead to a K+
e2γ signature:

• the charged pion is mis-identified as a positron and the e+e− pair is undetected;

• the charged pion and the electron are undetected.

Both components have been addressed with a specific K2π MC sample in which the π0

6In Sec. 3.1.2 has been shown that K2π events contribute only at high momenta.
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undergoes the Dalitz decay π0 → e+e−γ. The background evaluation of the former

contribution exploits the approach explained in Sec. 3.4.1 and gives a negligible result

N(K2πD)/Ntot = 2 · 10−5. The latter contribution is found to be kinematically non

compatible with the signal: the positrons from the π0 Dalitz decays are produced in

the y range from ∼ 0.5 to ∼ 0.9; the ratio N(K2πD)/Ntot = 4 · 10−8 has been computed

for this component.

The K+
e2γ (IB and SD−) components have the same particles in the final state as for

the signal and their branching ratios are comparable to that of the signal. However

the event kinematics are rather different: in the former decay the radiative photon is

soft and its energy spectrum in the kaon rest frame peaks outside the signal region;

in the latter decay the positron energy in the kaon rest frame peaks at ∼ 100 MeV

(∼ MK/4), while in the signal the positron energy peaks at a value two times larger:

≈ MK/2 (kinematics discussed in Sec. 1.1.2). The K+
e2γ (IB) background is reduced

to a negligible amount cutting on the variable x, proportional to the photon energy

in the kaon rest frame (see Sec. 3.1.6); the background contribution has been studied

with MC and amounts to N(K+
e2γ, IB)/Ntot = 1 · 10−4. The phase space covered by

the K+
e2γ (SD−) background is kinematically overwhelmed by the Ke3 decay, for which

the rejection is achieved with a cut on the variable y, proportional to the positron

energy in the kaon rest frame. The expected background contamination in the signal

kinematic region is negligible; the background contribution has been studied with MC

and amounts to N(K+
e2γ, SD−)/Ntot = 4 · 10−4.

Background channels with muons in the final state, such as the Kµ3 and its Dalitz

mode (Kµ3 followed by π0 → e+e−γ), have also been considered. These channels may

contribute to the background to K+
e2γ (SD+) events if the muon is mis-identified as a

positron and, in the first case, a photon from the π0 decay is undetected, while in the

second case the e+e− pair from the π0 Dalitz decay mode is undetected. A µ+ can be

mis-identified as a positron if:

• it deposits > 95% of its energy in the LKr calorimeter through a "catastrophic"

bremsstrahlung; this contribution is addressed with a similar approach to the

one used for pions and explained in Sec. 3.4.1.

• it decays to a positron via the process µ+ → e+νeν̄µ.

The background contributions from Kµ3 decays to K+
e2γ (SD+) decay have been studied

with specific MC samples and found to be negligible (N(Kµ3)/Ntot < 10−7).

A summary of the background contributions to the total K+
e2γ (SD+) data sample

is shown in the third column of Tab. 3.3. The main components come from Ke3 and
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K2π events, while the others are considered negligible. The computation of errors

(statistical) for the main background components is reported in Sec. 3.8.

3.4.1 Particle mis-identification probability

As shown in Fig. 3.3, K2π decays passing the signal event selection are mainly at

high momentum (ptrk > 50GeV/c). Hadronic shower development produced by π+

is poorly described in MC, thus the reconstruction of the energy deposition in the LKr

may be biased and inadequate for the characterization of the K2π background. As

a consequence, the background contributions to K+
e2γ (SD+) events coming from K2π

decays have been addressed with the following approach. Specific K2π and K2πD MC

samples have been analysed with the signal event selection. The information from the

LKr is not used to compute the reconstructed ratio ELKr/ptrk, as discussed in section

3.1.2. From previous analyses [1], the probability for a pion to be mis-identified as an

electron (P(π → e)) has been measured directly from data by using a control samples

of K2π and KL → π±e±νe events and counting the number of pions entering the signal

region 0.95 < ELKr/ptrk < 1.1. For the K+
e2γ (SD+) analysis presented in this thesis,

the measured values of the probability (momentum dependent) are used as weights

for MC events with a charged pion in the final state (K2π, K2πD). In particular, at

high track momentum where K2π mainly contribute, P(π → e) was measured to be:

(0.41± 0.02) · 10−2 [81].

As shown in Fig. 3.26, about half of the K2π events passing the signal selection

without requiring the ELKr/ptrk cut are reconstructed with ∆p = ptrk(rec)− ptrk(true) >

2 GeV/c. This is due to charged pions undergoing multiple Coulomb scattering in

the detector material and being reconstructed with a different bending angle, thus

with a different momentum. Due to the dependence of P(π → e) on ∆p, a correc-

tion is needed to address this background component. A further weight fEoP has

been applied to K2π MC background events on top of the previous one. fEoP de-

pends on the “true” track momentum (ptrue) and on the difference ∆p (the weight

is indicated as fEoP(ptrue, ∆p) in what follows). A standalone framework has been

produced for the evaluation of fEoP(ptrue, ∆p): the ELKr/ptrk probability distribution

function (PDF) of pions has been simulated in the vicinity of ELKr/ptrk = 1 as li-

nearly dependent on (ELKr/ptrk) and vanishing at ELKr/ptrk = 1. The momentum

and energy resolution, as expected from the detectors, are introduced to smear the

PDF. The spectra of the simulated ELKr/ptrk in the range (0.5÷ 1) are shown in Fig.

3.27 (left panel): the blue distribution corresponds to the “true” ELKr/ptrk variable
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Figure 3.27: Left: simulated ELKr/ptrk for “true” and reconstructed variables (log

scale). Right: simulated ELKr/(ptrue + ∆p), where ∆p = −1,−0.5, 0, 0.5, 1 GeV/c. The

arrows indicate the “electron-like” region (0.95,1.10).

(vanishing at ELKr/ptrk = 1 by construction); the magenta distribution represents

the ELKr/ptrk variable after the smearing introduced by the detector; as a result of

resolution effects, the magenta distribution extends beyond ELKr/ptrk = 1. A dis-

crete set of (ptrue, ∆p) has been chosen: 9 values of ptrue = 12.5, 17.5, ...., 52.5 GeV/c

and 100 values of ∆p = −5,−4.9, ...., 5 GeV/c. For each combination (ptrue, ∆p) the

corresponding ELKr/(ptrue + ∆p) is produced and the weight fEoP(ptrue, ∆p) is evalu-

ated as the ratio between the number of entries in the “electron-like” region (0.95 <

ELKr/(ptrue + ∆p) < 1.10) and the total number of generated events, which is the

same in all samples. In Fig 3.27 (right panel) the PDF of ELKr/(ptrue + ∆p) is plotted

for ptrue = 10 GeV/c and ∆p = −1,−0.5, 0, 0.5, 1 GeV/c.

The factors fEoP(ptrue, ∆p) are plotted in Fig. 3.28 for the fixed 9 values of ptrue and

as functions of ∆p. These factors are applied as weights to MC K2π events depend-

ing on the “true” momentum of the charged pion and the difference ∆p = prec − ptrue

between the reconstructed and “true” pion momentum. Fig. 3.29 shows the effect of

the correction on the ∆p distribution of K2π MC background events passing the signal

selection without ELKr/ptrk cut. The K2π component peaking at 5 GeV/c completely

disappeared after the correction. This is due to the anti-correlation between ELKr/ptrk

and ∆p such that: for ∆p increasing ELKr/ptrk decreases and it goes below the lower

limit ELKr/ptrk = 0.95 of the “electron-like” region. The overall effect is large and

implies a background reduction from N(K2π)/Ntot = 0.8% to N(K2π)/Ntot = 0.4%,

before and after the correction (Tab. 3.3).

As the MC simulation of the shower development produced by muons in the LKr
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(right panel) negative ∆p = prec − ptrue, for 9 bins of ptrue momentum in the range

(10− 55) GeV/c.
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tion for the dependence of P(π → e) on ∆p. The effect of the correction is visible as the

peak at 5 GeV/c disappeared due to the anti-correlation between ELKr/ptrk and ∆p.

calorimeter suffers of the same problem discussed for the pions, the background con-

tributions to K+
e2γ (SD+) events coming from the Kµ3 decays have been addressed with

a similar approach. Specific Kµ3 and Kµ3D MC samples have been analysed with the

signal event selection without requiring the ELKr/ptrk cut. From previous studies [82]

the probability for a muon to be mis-identified as an electron P(µ → e) was mea-
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sured to be ∼ 10−6. Background MC samples with a muon in the final state have

been weighted with the measured value of P(µ → e). Due to the smallness of such

probability the background contributions from Kµ3 decays are negligible (see Tab. 3.3).

3.5 K+ → e+νeγ(SD+) form factors measurement

As described in Sec. 1.1, the K+
e2γ (SD+) decay amplitude can be parameterized by

the vector and axial-vector form factors, FV(x) and FA(x) respectively. The evaluation

of the K+
e2γ (SD+) form factors requires a theoretical effort due to the non-perturbative

behaviour of the strong interactions at low energies. In this respect, χPT provides pre-

dictions of the K+
e2γ form factors up to O(p6). A measurement of the K+

e2γ (SD+) form

factors with a precision below the theoretical one (discussed in Sec. 1.1.3) represents

an important test of χPT . The description of the fitting method and the preliminary

results of the form factor measurement are discussed below.

3.5.1 Definition of the fitting procedure

A model dependent procedure has been established to measure the form factors.

This can be summarized into three steps:

• the computation of the number of K+
e2γ (SD+) decays predicted by the theoretical

model in bins of x;

• the convolution (folding) of the theoretical model with the detector acceptance

and resolution, as simulated by the MC, to evaluate the reconstructed K+
e2γ (SD+)

events;

• fit of the measured events (data) with the reconstructed events (MC).

The effects of resolution and acceptance are encoded in a folding matrix Pij (left panel

in Fig. 3.30), which is used to smear the theoretical expectations. The matrix repre-

sents the probability that an event will be found with reconstructed value x in bin j,

given that the true value was in bin i. The matrix depends on the theoretical model

implemented in the MC7, which is a-priori unknown; this dependence cancels out if

the matrix binning is small enough that the resolution is approximately constant over

the bin i. In principle the binning used for the fit can be different from the one applied

7The signal MC sample is generated assuming the form factors as measured by KLOE [21]
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in the folding. In this procedure the fit binning (k) is chosen in order to perform the

measurement with a reasonable statistical uncertainty (∼ few %) in each bin of x.

0 0.2 0.4 0.6 0.8 1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

1

10

210

Folding Matrix

x r
ec

xgen K/MCM
γX = 2E

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
ve

n
ts

 / 
0.

1

0

200

400

600

800

1000

1200

1400

1600

K+ → e+νeγ(SD+ candidates)

Figure 3.30: (Left) Folding matrix of the x distribution. Events reconstructed with

an energy lower than the true energy are visible (mis-reconstructed events). (Right)

Distribution of the Ke2γ candidates over x.

The number of generated K+
e2γ (SD+) decays in a given i bin of x is computed

according to the theoretical differential decay rate with the vector form factor FV ex-

panded at the first order of x: FV = V0(1 + λ(1− x)) and the axial-vector form factor

FA(p2) = FA(0) as predicted by χPT at O(p6). The number of events is normalized

using the kaon flux Φ(K+):

Ngen(xi) = Φ(K+) · dBR(xi) (3.11)

where dBR(xi) = dBR
dxi
· ∆x is the SD+ theoretical differential branching ratio (intro-

duced in Eq. 1.21) evaluated in bin centre and multiplied by the bin width ∆x. The

reconstructed distribution of the signal, Nrec(xj), is obtained by convoluting the theo-

retical spectrum with the folding matrix:

Nrec(xj) = ∑
i

Pij · Ngen(xi).

Using Eq. 3.11 one can write:

Nrec(xj) = Φ(K+)∑
i

Pij · dBR(xi)

The expected number of K+
e2γ (SD+) events, Nexp

k , is showed in Fig. 3.30 (right panel)

and is obtained by re-binning the reconstructed distribution of the signal Nrec(xj) from

j → k in order to match the fit binning. The choice of the bin width used for the
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fit is dictated by the limited statistics of the SD+ candidates. The x distribution has

been divided in bins of width ∆x = 0.1 (about 10 times larger than the average x

resolution) and the fit has been performed over 8 bins (0.2 < x < 1). The total number

of background events in bin k (Nbkg
k ) is estimated according to the Eq. 3.12 and is

subtracted to the number of data in bin k (Ndata
k ); the latter is then compared with the

expected number of K+
e2γ (SD+) events. The best value of the form factors compatible

with the data is found by minimizing the χ2 function:

χ2 =
8

∑
k=1

(Ndata
k − Nexp

k )2

σ2
Ndata

k
+ σ2

Nexp
k

assuming the σ2
Nexp

k
to be negligible. The average number of candidates falling in each

bin is about 1000 events/bin (Fig. 3.41).

3.6 Systematics effects

Several effects have been analysed for the evaluation of the systematic error asso-

ciated to the measurement of the form factor parameters (V0, λ). These are grouped in

four categories:

• kaon flux computation (with the normalization channel);

• trigger efficiency;

• background subtraction;

• other systematic effects.

The contributions are reported with a precision of 10−4 and 10−3 for V0 and λ, respe-

ctively. Although the rounding may be too generous for some effects, the choice is

adopted because the statistical errors on V0 and λ are one order of magnitude larger

than the above precisions (see Eq. 3.13).

3.6.1 Kaon flux computation

The kaon flux Φ(K+), introduced in Sec. 3.2, has been evaluated with Ke3 de-

cays. The branching ratios, BR(K+ → π0e+νe) = (0.0507 ± 0.0004) and BR(π0 →
γγ) = (0.98823± 0.00034) [16], have been used to compute Φ(K+) and the result is

reported in Eq. 3.6. The relative error δΦ(K+)/Φ(K+) = 0.8% is dominated by the
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limited precision at which BR(K+ → π0e+νe) is known. The dependence of the V0

and λ results on this external parameter has been studied by looking at their variation

when increasing BR(K+ → π0e+νe) by its uncertainty. One obtains the following vari-

ations: δV0 = 5.8 · 10−3 and δλ = 3 · 10−3, which are considered as contributions to the

systematic error (see Tab. 3.4).

3.6.2 Trigger efficiency

In the selection of K+
e2γ (SD+) events, without x, y and m2

miss cuts, a dependence

of the 1TRKLM trigger efficiency on the energy of the photon candidate has been ob-

served (see Sec. 3.3.6). Such dependence is due to background contaminations from

K2π and Ke3 decays, followed by π0 → γγ with a lost photon. The reliance of the

measured 1TRKLM efficiency on the variable x has been considered; MC Ke3 and K2π

background events are weighted with a linear function of x obtained by fitting the

slope. The correction has been quantified by comparing the form factor parameters

achieved with and without applying the weight; the following variations have been

observed: ∆V0 = +1.8 · 10−3 and ∆λ = −6 · 10−3.

A residual systematic error associated to the correction has been evaluated. To

account for the y cut missing in the procedure, the phase space of the y variable has

been divided into 9 regions, defined by (yi, yi + 0.1) with yi = 0.1, 0.2, ..., 0.9 and the

stability of the 1TRKLM efficiency (x dependent) has been studied as a function of y.

The measured 1TRKLM trigger efficiency is plotted in Fig. 3.31 as a function of

x in 9 regions of y and its dependence on x (slope) is different in each y region. The

9 measured efficiencies, fitted with a linear function, have been applied as weights, in

the same way as explained above, and 9 independent measurements of the form factor

parameters, V0 and λ, have been performed. Analogously, to account for the m2
miss cut

not applied in the procedure, 4 control regions of the m2
miss variable have been cho-

sen: {(−0.01, 0.01); (0.01, 0.03); (0.03, 0.05); (0.05, 0.07)} GeV2/c4. The first m2
miss region

corresponds to the signal one. In the same way as performed with the y variable, the

stability of the 1TRKLM efficiency (x dependent) has been studied as a function of

m2
miss. The measured 1TRKLM efficiency is shown in Fig. 3.32 as a function of x in

the 4 regions of m2
miss. Fitting the trigger dependence on x and applying the fit func-

tion as a weight to Ke3 and K2π MC events with a lost photon, allows performing 4

independent measurements of the form factor parameters (V0, λ).

The results (from both y and m2
miss studies) are shown in the (V0, λ) plane, in Fig.

3.33, where 14 values are plotted: 9 corresponding to the y regions (green markers),

82



X

0 0.2 0.4 0.6 0.8 1

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.2

0.4

0.6

0.8

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.2

0.4

0.6

0.8

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.2

0.4

0.6

0.8

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.4

0.5

0.6

0.7

0.8

0.9

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.4

0.5

0.6

0.7

0.8

0.9

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.4

0.5

0.6

0.7

0.8

0.9

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ic

y

0.2

0.4

0.6

0.8

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0

0.2

0.4

0.6

0.8

1

X
0 0.2 0.4 0.6 0.8 1 1.2

1T
R

K
L

M
 t

ri
g

g
er

 e
ff

ic
ie

n
cy

0.2

0.4

0.6

0.8

1

y = (0.9− 1)y = (0.8− 0.9)y = (0.7− 0.8)

y = (0.6− 0.7)y = (0.5− 0.6)y = (0.4− 0.5)

y = (0.3− 0.4)y = (0.2− 0.3)y = (0.1− 0.2)

Figure 3.31: 1TRKLM trigger efficiency versus x for events passing the K+
e2γ (SD+)

event selection without kinematic cuts; the plots correspond to 9 regions of y defined

as (yi, yi + 0.1) with yi = 0.1, 0.2, ..., 0.9.

one to the whole y spectrum (red marker) and the remaining 4 (blue markers) to the

m2
miss regions. Two systematic uncertainties have been assigned separately to the two

sets of measurements because the corresponding studies have been performed at diffe-

rent stages of the analysis. Half of the maximum spread between the measurements

in each set for each parameter is considered a systematic uncertainty. The following

variations are obtained: δV0 = 0.1 · 10−3 and δλ = 4 · 10−3 (for the study in y strips);

δV0 = 0.1 · 10−3 and δλ = 2 · 10−3 (for the study in m2
miss regions). The contribu-

tions are summed up in quadrature and the correction for the trigger efficiency and

its systematic uncertainty are summarised as follows: ∆V0 = (+1.8± 0.1) · 10−3 and

∆λ = (−6± 4) · 10−3.

3.6.3 Background subtraction

The background contamination to K+
e2γ (SD+) events amounts to N(bkg)/Ntot =

2.3%. As explained in Sec. 3.4, the main component is due to Ke3 events, N(Ke3)/Ntot =

1.8%, which enter the signal region via resolution effects and non-Gaussian tails of

multiple Coulomb scattering (MCS) of the track. The study of the standard simulation

with non-Gaussian tails of MCS shows that this background component is enhanced
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Figure 3.32: 1TRKLM trigger efficiency versus x for events passing the K+
e2γ (SD+)

event selection without kinematic cuts; the plots correspond to 4 control regions of the

m2
miss variable. The top-left panel corresponds to the signal region.
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Figure 3.33: (V0, λ) results obtained by correcting the K2π and Ke3 background MC

events with a lost photon for the 1TRKLM trigger efficiency dependence on x. The

measurements are performed in 9 different kinematic regions of y (green markers), in

the whole y spectrum (red marker) and in 4 different kinematic regions of m2
miss (blue

markers).
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Figure 3.34: Reconstructed CDA distributions of K+
e2γ (SD2) candidates compared with

the sum of normalised estimated signal and background components (logarithmic

scale). The deficit of reconstructed MC events in the region above 2 cm is due to reso-

lution effects dominated by non-Gaussian tails. Detailed studies of such effects are on

still going. The arrows represent the side-band chosen for the study of the background

from non-Gaussian tails of MCS.

by a factor of 4 with respect to a model assuming pure Gaussian tails (see Sec. 3.4).

The data-MC comparison for the CDA8 parameter shows that the standard MC Ke3

sample leads to an under-estimation of the tails. The same effect is observed in other

relevant distributions, such as m2
miss and x (see Figs. 3.35,3.36). The dependence of

the systematic error on (V0, λ) from the uncertainty of the fraction of Ke3 events have

been studied. When comparing the two MC Ke3 samples, a factor of 4 less background

induces the following variations: δV0 = 19.7× 10−3 and δλ = 63× 10−3.

Non-Gaussian tails are simulated with a limited precision and the number of Ke3

events can be enhanced in data due to MCS and tails of the reconstructed momenta.

Studies to address these points with different models (i.e. Geant4) are ongoing and

will be completed after the submission of the present thesis. However, the CDA distri-

butions for data and expected normalised9 MC background components in Fig. 3.34

shows that a study of the side-bands of such observable may allow the background

8The CDA parameter is an observable sensitive to MCS.
9All the MC distributions but the signal have been normalised by means of the kaon flux and bran-

ching ratios. The MC K+
e2γ (SD+) sample has been normalised to Ntot −∑bkgi

N(bkgi).
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contaminations to be evaluated using data. Selecting a region 3 cm < CDA < 6 cm

populated by background only, one can infer that the discrepancy between data and

MC standard simulations including non-Gaussian tails is about 80% of the discrepancy

between the models used to evaluate the background. As a preliminary conclusion on

the Ke3 contamination, one can scale the above variations (∆V0, ∆λ) by a factor of 0.8

and include the results in Tab. 3.4 as estimations of the systematic errors on the form

factor parameters due to the main background component. This contribution is the

largest to the systematic error.
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Figure 3.35: Reconstructed m2
miss distributions of K+

e2γ (SD2) candidates compared with

the sum of normalised estimated signal and background components (logarithmic

scale). The arrows define the signal region chosen for the analysis.The deficit of re-

constructed MC events in the region below 0.01 GeV2/c4 is mostly outside the signal

region and due to resolution effects dominated by non-Gaussian tails. Such effects are

being investigated.

The second main component of the residual background contamination in the se-

lected K+
e2γ (SD+) sample is due to K2π, N(K2π)/Ntot = 0.4%. This background de-

pends on the pion mis-identification probability, introduced in Sec. 3.4.1. This prob-

ability has been measured to be 0.4% with a ∼ 5% relative precision. The measured

value (momentum dependent) has been applied as a weight to K2π MC events pass-

ing the signal selection without requiring any identification for the charged track (no

ELKr/ptrk cut). The size of the correction is not quoted because it is too large and
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Figure 3.36: Reconstructed x distributions of K+
e2γ (SD2) candidates compared with the

sum of normalised estimated signal and background components (logarithmic scale).

The x variable is proportional to the photon energy in the kaon rest frame. The arrow

represents the lower limit: x = 0.2 applied in the event selection and corresponding to

a lower limit on the photon energy in the kaon rest frame of about 50 MeV.

meaningless to the discussion of systematic effects. A residual systematic error has

been assigned to the K2π background by studying the effect of the limited precision of

the pion mis-identification probability on the final V0 and λ results. When shifting the

weights by their uncertainty the following variations are observed: δV0 = 0.2× 10−3

and δλ = 1× 10−3.

As explained in Sec. 3.4, the study of this background allows to identify a compo-

nent for which the track (the charged pion) is reconstructed with a momentum signif-

icantly higher than the true one (∆p = ptrk(rec)− ptrk(true) > 2 GeV, see Fig. 3.26).

The measured pion mis-identification probability depends on ∆p. To take into account

the anti-correlation between the observables ELKr/ptrk and ptrk, a weight depending

on the true momentum and ∆p has been applied to background K2π MC events on top

of the previous weighting (see Sec. 3.4.1). The size of this correction is large and it

amounts to: ∆V0 = +11.8× 10−3 and ∆λ = −49× 10−3, when comparing the results

before and after the correction. Possible sources of residual systematic errors associ-

ated to this correction have been considered.

• The E/p probability distribution function (PDF) of pions from K2π decays has
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been simulated as linearly dependent on (E/p) and vanishing in the vicinity of

E/p = 1. This assumption has been tested by looking at the variation of the

form factors when modifying the dependence to a quadratic one ∼ (1− E/p)2.

The following systematic errors have been calculated: δV0 = 0.3 × 10−3 and

δλ = 1× 10−3.

• The momentum and energy resolutions of the detector, quoted in Sec. 2.2 and

Sec. 2.4, respectively, have been applied to smear the simulated PDF. This as-

sumption has been tested by evaluating the variation of (V0, λ) when shifting the

resolutions by 1 unit in the least significant digit. The contributions from the mo-

mentum and energy resolutions have been studied separately and give the same

systematic errors: δV0 = 0.2× 10−3 and δλ = 1× 10−3.

The above uncertainties related to the K2π background are summed in quadrature and

introduced in Tab. 3.4 as a single entry. These uncertainties are understood to be too

optimistic and more investigations on systematic effects related to the K2π background

component are foreseen.

3.6.4 Other systematic effects

Source ∆V0(10−3) ±δV0(10−3) ∆λ(10−3) ±δλ(10−3)

BR(K+ → π0e+νe) external parameter - ±5.0 - ±3

Trigger efficiency +1.8 ±0.1 −6 ±4

K+ → π0e+νe background - ±15.8 - ±50

K+ → π+π0 background - ±0.5 - ±2

Spectrometer alignment +0.9 ±0.1 −5 ±1

PK(β) correction - ±3.5 - ±11

Beam simulation - ±1.0 - ±5

LKr non-linearity −2.3 - +6 -

PID efficiency - ±1.2 - < 1

LKr energy calibration −0.7 - +1 -

Corrections to LKr cluster positions - ±1.0 - ±5

Table 3.4: Summary of corrections and systematic uncertainties evaluated for the K+
e2γ

(SD+) analysis. All reported uncertainties (δV0, δλ) are taken into account in the final

results.
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Several dependence studies of the results on the corrections applied to the K+
e2γ

(SD+) event selection and background rejection have been performed.

1. As explained in Sec. 3.1.5.3, a correction has been applied to the measured track

momentum to take into account the internal mis-alignment of the drift chambers

and the mis-calibration of the magnetic field in the spectrometer. The effect is

quantified by looking at the variation of the results when removing the correc-

tion for the data; the values obtained are: ∆V0 = 0.9× 10−3 and δλ = 5× 10−3. A

residual systematic uncertainty is assigned by evaluating the variation of the re-

sults when removing the correction for both data and MC events. The correction

and its systematic uncertainty are reported in Tab. 3.4 (Spectrometer alignment):

∆V0 = (+0.9± 0.1)× 10−3 and ∆λ = (−5± 1)× 10−3.

2. As described in Sec. 3.1.5.3, a β correction has been applied to the average kaon

momentum, which is computed from reconstructed K+ → π+π+π− decays (see

Sec. 3.1.4). The systematic uncertainty associated is quantified by evaluating

the variations (δV0, δλ) when removing the correction, which is applied to both

data and MC. The following values are obtained and reported in Tab. 3.4 (PK(β)

correction): δV0 = 3.5× 10−3 and δλ = 11× 10−3.

3. As discussed in Sec. 3.1.5.5 a difference between the widths of data and MC

kaon momentum distributions has been observed by reconstructing K → πππ

events. The difference lies in the core width of the distributions (around the nom-

inal value of 74 GeV/c) and also in the momentum tails, as shown in Fig. 3.8. To

account for this effect, a weight w have been applied to signal and background

MC events: w is reported in Eq. 3.2 and depends on the generated kaon mo-

mentum and a time-dependent parameter τ. At first order for the data sample

analysed in this thesis, τ = 0.07 GeV−2 allows to adjust the discrepancy in the

core width. At second order extra factors are added to adjust the discrepancy in

the momentum tails. The associated systematic uncertainty has been evaluated

by comparing the results obtained with the first- and second-order implemen-

tations of the correction. The following variations are observed and reported in

Tab. 3.4 (Beam simulation): δV0 = 1.0× 10−3 and δλ = 5× 10−3.

4. As explained in Sec. 3.1.5.1, a correction has been applied to the reconstructed

LKr cluster energy for data to account for the non-linearity in the calorimeter

response and not simulated in the MC. The effect is negligible for cluster en-

ergies above 10 GeV; a possible source of systematic uncertainty due to energy
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depositions in the LKr below this threshold has been considered. When remov-

ing the correction the following variations are observed and reported in Tab. 3.4

(LKr non-linearity): ∆V0 = −2.3× 10−3 and ∆λ = +6× 10−3. The size of the

correction (∆V0, ∆λ) allows neglecting a possible systematic error associated.

5. In previous analyses [72] the positron identification probability was measured

from reconstructed Ke3 events (∼ 99%). In this analysis such probability is ap-

plied as a weight to signal and background MC events with a positron in the

final state. A systematic error on form factor parameters has been evaluated by

varying the weight by its uncertainty (∼ 0.05% relative). The following contri-

butions are obtained and reported in Tab. 3.4 (PID efficiency): δV0 = 1.2× 10−3

and δλ = 0.4× 10−3.

6. As discussed in Sec. 3.1.5.1), a LKr cell-by-cell energy calibration has been per-

formed to improve the homogeneity of the LKr response and increase the posi-

tron identification probability. A correction depending on the track impact point

at the LKr front plane, thus on the LKr cells involved into the development of the

electromagnetic shower, has been applied to the data. The effect has been quanti-

fied by looking at the variation of the results when removing the correction. The

following values are obtained and reported in Tab. 3.4 (LKr energy calibration):

∆V0 = −0.7× 10−3 and ∆λ = +1× 10−3. The size of the correction (∆V0, ∆λ)

allows neglecting a possible systematic error associated.

7. The positions of LKr clusters reconstructed for data and MC events have been

corrected according to the procedure described in Sec. 3.1.5.2 and accounting

for: the DCH-LKr alignment; the LKr projectivity structure; the LKr shower de-

velopment. The correction has been quantified by studying the variation of the

form factor parameters when the correction is not applied. The following values

are obtained and reported in Tab. 3.4 (LKr cluster position): δV0 = 1.0× 10−3

and δλ = 4× 10−3.

3.7 Stability checks

The stability of the final V0 and λ results with respect to several cuts chosen for the

event selection and the background rejection has been studied.

The uncertainties associated to the detector acceptance and the spectrometer recon-

struction have been evaluated by varying:
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• the upper cut applied on the reconstructed CDA parameter, introduced in Sec.

3.1.2 (see Fig. 3.37). The nominal cut is: CDA < 3 cm.

• lower and upper cuts on the reconstructed longitudinal coordinate of the decay

vertex Zvtx (see Figs. 3.38, 3.39). The nominal cut, defined in Sec. 3.1.2, is: −16

m < Zvtx < 90 m.

The form factor variations resulting from the above studies are within the statistical

errors associated to V0 and λ at the nominal cuts.
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Figure 3.37: Stability check of the form factor parameters on the CDA cut. The varia-

tions of V0 and λ are within the statistical errors associated for the nominal upper cut:

CDA = 3 cm. No systematic uncertainties are considered.
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Figure 3.38: Stability check of the form factor parameters on the lower limit of the

Zvtx cut. The variations of V0 and λ are within the statistical errors associated for the

nominal lower cut:Zvtx = −16 m. No systematic uncertainties are considered.
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Figure 3.39: Stability check of the form factor parameters on the upper limit of the

Zvtx cut. The variations of V0 and λ are within the statistical errors associated for the

nominal upper cut:Zvtx = 90 m. No fluctuations are observed in the last 4 points

because the Zvtx distribution for signal events at the end of the selection ends at 80 m.

No systematic uncertainties are assigned.
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Figure 3.40: Stability check of the form factor parameters on the |m2
miss| cut. The

variations of V0 and λ are within the statistical errors associated for the nominal cut:

|m2
miss| < 0.01 GeV2/c4. No systematic uncertainties are considered.

The dependence of the final result on the signal kinematics has been investigated

by varying lower and upper cuts on the reconstructed missing mass m2
miss = (PK −

Pe − Pγ)2 (see Fig. 3.40). The nominal cut, defined in Sec. 3.1.6, is |m2
miss| < 0.01

GeV2/c4. The form factor variations observed are within the statistical errors associ-

ated to V0 and λ at the nominal cut. No systematic uncertainties are added to the ones

in Tab. 3.4.
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3.8 Results

The number of K+
e2γ (SD+) data candidates, the signal acceptance10 and the ex-

pected number of residual events for the main background components and the total

are summarised in Tab. 3.5.

N(K+ → e+νeγ, SD+) 9835

Acc(K+ → e+νeγ, SD+) 0.06156± 0.00004

N(Ke3) bkg 178± 20

N(K2π) bkg 43± 4

Ntot(bkg) 221± 20

Table 3.5: Summary of the K+
e2γ (SD+) data candidates, the signal acceptance, the main

background components and the total background contamination; all errors are statis-

tical.

The total background Ntot(bkg) is evaluated using the usual formula:

Ntot(bkg) = Φ(K+)× ∑
bkgi

BR(bkgi)× Acc(bkgi) (3.12)

where Φ(K+) is the kaon flux, BR(bkgi) is the branching ratio of the single decay

channel contributing to the background and Acc(bkgi) is the corresponding geometri-

cal acceptance. All acceptances for background and signal processes are computed by

MC simulations. The errors associated to the residual backgrounds, reported in Tab.

3.5, are the statistical errors computed by error propagation of the terms in Eq. 3.12.

3.8.1 Fit to the χPT at O(p6)

The result of the fit using χPT at O(p6) with FV(0) and λ as free parameters is

shown in fig.3.41. The following results are obtained:

V0 = 0.0946± 0.0018stat ± 0.0170syst

λ = 0.521± 0.055stat ± 0.052syst (3.13)

with χ2/nd f = 6.27/6 and a statistical correlation coefficient between the parameters

of −0.94; the systematic errors are ∼ 100% correlated.

10The signal acceptance is reported here for completeness and is evaluated with MC assuming the

form factors as measured by KLOE (Eq. 1.22).
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Figure 3.41: Fit to χPT at O(p6). The fit parameters are the vector form factor V0 and

the “slope” λ, while the axial form factor is fixed to its O(p6) value FA(q2) = FA(0) =

0.034.

The fit results are the form factor parameters (V0, λ) and their correlation, which

can be represented with confidence interval contours in two dimensions (2D). The con-

tours at 39.4%, 68.3%, 95% confidence levels (CL), are drawn in Fig. 3.42; the above

numbers come from a general rule for the construction of confidence interval ellipses

(2D case) of nσ: the probability is written as P(nσ) = 1− exp(−n2/2). As a conse-

quence a 1σ ellipse (n = 1) corresponds to P(1σ) = 1− exp(−0.5) = 39.4%. Similarly,

2σ and 3σ ellipses correspond to P(2σ) = 68.3% and P(3σ) = 95%. The centre of the

ellipse corresponds to the measured (V0, λ), while the semi-axes are functions of the

errors on (V0, λ) and the angle φ between the major semi-axis and the V0 axis. The

angle φ satisfies the following relation:

tan(2φ) =
2ρσV0σλ

σ2
V0
− σ2

λ

.

The geometrical contours are evaluated from the matrix of second derivatives at the

minimum point (χ2
min). It is possible to compare NA62 and KLOE results in terms

of confidence interval contours in the (V0, λ) plane (Fig. 3.42). The NA62 and KLOE

contours do not overlap: for KLOE the ellipses are constructed with the combination of

statistical and systematic errors, while for the NA62 ellipses only the statistical errors
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are implemented, for the time being. For the K+
e2γ (SD+) form factor measurement the

data sample selected by NA62 is a factor of ∼ 8 larger than the one selected by KLOE.

This makes the NA62 statistical precision better than the current PDG [16] average

value11 on this measurement. Nevertheless, at the present time the systematic error is

dominating and the combined (stat+syst) result has a precision comparable to the one

reported in the current PDG.
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Figure 3.42: Comparison between NA62 and KLOE K+
e2γ (SD+) form factor measure-

ments. Confidence interval ellipses in the (V0, λ) plane at 1σ, 2σ, 3σ (2D case).

11The PDG 2012 average is based on the measurement performed by KLOE.
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Chapter 4

The NA62 experiment at CERN SPS

The main aim of the NA62 experimental programme is the study of the rare decay

K+ → π+νν̄ using an upgraded setup. The final goal is to measure BR(K+ → π+νν̄)

with a 10% accuracy. The NA62 strategy foresees the collection of ∼ 100 events of the

K+ → π+νν̄ decay, with a Signal to Background ratio (S/B) of 10/1, in two to three

years of data taking starting at the end of 2014 [83]. This measurement can provide

decisive tests of SM predictions in rare kaon decays or lead to a discovery of deviations

from the SM that turns into indirect evidence of new physics. The new NA62 beam

line and experimental apparatus are described in this chapter.

4.1 The experimental strategy and detector

To collect ∼ 100 K+ → π+νν̄ events, assuming a branching ratio of ∼ 10−10 and

a detector acceptance of ∼ 10%, at least 1013 kaon decays are needed in the fiducial

decay region. To measure BR(K+ → π+νν̄) with a 10% accuracy, the background must

be controlled at the challenging level of 1012. The two undetectable neutrinos and the

presence of a single charged track in the final state require a new experimental design

with redundant measurements of the event kinematics, excellent tracking and particle

identification (PID) systems, as well as hermetic vetoes.

The kinematics of the K+ → π+νν̄ decay is schematically sketched in Fig. 4.1: the

momentum of the incoming kaon PK, the momentum of the outgoing pion Pπ and

the angle between the mother and the daughter particles θπK are the only measurable

quantities. It is convenient to use the squared missing mass kinematic variable, m2
miss,
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Figure 4.1: Kinematics of the K+ → π+νν̄ decay.

defined as follows:

m2
miss = (EK − Eπ)

2 − (PK − Pπ)
2

= (EK − Eπ)
2 − (P2

K + P2
π − 2|PK||Pπ| cos θπK),

where

(EK − Eπ)
2 = m2

K + P2
K + m2

π + P2
π − 2|PK||Pπ|

√√√√(1 +
m2

K
P2

K

)(
1 +

m2
π

P2
π

)
.

In the above equations:

• |PK| is measured with a beam spectrometer (GTK, Sec. 4.1.3) located upstream

the kaon decay region;

• |Pπ| is measured with a spectrometer (STRAW, Sec. 4.1.3) positioned down-

stream the kaon decay region;

• the angle, θπK, is computed from the measurements of the kaon and pion direc-

tions, which are performed by the two spectrometers.

The m2
miss variable allows to distinguish between two background categories in the

K+ → π+νν̄ analysis: the main one accounts for 92% of charged kaon decays and

consists of channels which are kinematically constrained (K+ → µ+νµ, K+ → π+π0,

K+ → π+π+π− and K+ → π+π0π0); the second one includes the remaining 8% of

charged kaon decays, whose kinematics cannot be constrained by the m2
miss variable.

Fig. 4.2 shows the m2
miss distributions for K+ → π+νν̄ and the background chan-

nels kinematically constrained, for PK = 75 GeV/c. If resolution effects are ignored

the K+ → π+π0 decay is constrained to a line at m2
miss = m2

π0 and the m2
miss of the

K → πππ decays shows a lower bound. The m2
miss of K+ → µ+νµ does not appear as

a line at m2
miss = 0 because it is wrongly evaluated under the assumption that the track
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Figure 4.2: Distributions of the m2
miss variable, as expected under the assumption that

the detected charged particle in the final state is a pion, for the signal (solid curve) and

the kaon decays kinematically constrained (dotted curves). The spectra are plotted in

arbitrary units and neglecting the resolution effects introduced by the detector. The

K+ → π+π0 kinematic signature forces the analysis region to be split into two parts:

“Region I” and “Region II” (grey areas) [84].

is a pion; the spectrum has m2
miss = 0 as the upper boundary. The rejection of these

backgrounds relies on the reconstruction of the m2
miss variable defined above. Never-

theless, to guarantee the background rejection at the required level of 1012, kinematic

constraints must be used in conjunction with PID and veto systems.

Fig. 4.3 shows the m2
miss distributions for K+ → π+νν̄ and the background chan-

nels with non-constrained kinematics, for PK = 75 GeV/c. The domain of the m2
miss

kinematic variable for these decays intersects the one for the signal K+ → π+νν̄. Some

examples are: K+ → π0l+νl and K+ → π+π−l+νl with l = e, µ; the radiative decays

K+ → µ+νµγ and K+ → π+π0γ. To push down the level of these backgrounds, PID

and veto detectors are the only experimental tools. However, with respect to the kine-

matically constrained background, here the rejection benefits from the smaller bran-

ching ratios of the channels. In Tab. 4.1 the dominant K+ decay modes are reported,

together with the techniques intended to reject them.

By looking at Fig. 4.2 one can define the signal region as the region of m2
miss values

for the K+ → π+νν̄ decay. The signal region needs to be as free as possible from

the background. Due to the K+ → π+π0 kinematics, which produces a spike in the

middle of the signal region, it is necessary to define two separate kinematical regions

for the K+ → π+νν̄ acceptance (indicated as “Region I” and “Region II” in Fig. 4.2).
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Figure 4.3: Distributions of the m2
miss variable, as expected under the assumption that

the detected charged particle in the final state is a pion, for the signal (solid curve) and

the kaon decays not kinematically constrained (dashed curves). The spectra are plot-

ted in arbitrary units and neglecting the resolution effects introduced by the detector.

The analysis regions: “Region I” and “Region II” are indicated with grey areas [84].

Decay BR Rejection mode

K+ → µ+νµ 63% Kinematics + µ-PID

K+ → π+π0 21% Kinematics + γ-Veto

K+ → π+π+π− 6% Kinematics + π−-Veto

K+ → π+π0π0 2% Kinematics + γ-Veto

K+ → π0e+ν 5% e-PID + γ-Veto

K+ → π0µ+ν 3% µ-PID + γ-Veto

Table 4.1: Dominant kaon decays, their branching ratios and corresponding rejection

techniques. The first four channels are kinematically constrained (their branching ratio

sums up to 92%), while the last two channels are kinematically non-constrained.

Depending on the m2
miss resolution achievable for the signal (∼ 10−3 GeV2/c4) upper

and lower limits of the two signal regions will be defined in order to minimize the

background contributions from gaussian tails due to the m2
miss of K+ → µ+νµ, K+ →

π+π0 and K → πππ events. Fig. 4.4 shows the m2
miss total resolution (black circle)

as a function of the pion momentum. The different components contributing to the

resolution and coming from the kinematic variables PK, Pπ, θK and θπ, namely the kaon

and pion momenta and directions, are plotted as a function of the pion momentum.
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Figure 4.4: The m2
miss total resolution (black circle) as a function of the pion momentum

(Pπ). Single components contributing to the resolution from the measurement of PK

(green triangle), Pπ (red square), θK (magenta circle) and θπ (cyan circle), i.e. the kaon

and pion momenta and directions, as a function of Pπ [85].

4.1.1 The NA62 beam line

NA62 will use a kaon decay-in-flight technique. A secondary kaon beam will be

produced from primary protons at 400 GeV/c delivered by the SPS and impinging on

a beryllium target.

The advantage of using a high energy proton machine is that the kaon production

cross-section increases with the proton energy, so fewer protons are needed to achieve

a given kaon flux, thus reducing the non-kaon related accidental activity in the detec-

tor. The measured particle production data [86] established that, in the given length

of the fiducial decay volume (∼ 100 m), the number of K+ (K−) decays is maximum

for pK ∼ 0.23p0 (∼ 0.15p0), where pK and p0 are the kaon and proton beam momenta

respectively. Ultimately, 75 GeV/c is the maximum momentum value achievable to

contain the required stages (momentum selection, K+ tagging, momentum measure-

ment and tracking) in the 102 m existing length between the production target and the

beginning of the decay fiducial volume [87].

A drawback arising when performing the experiment at high momentum is that

kaons cannot be efficiently separated from other charged hadrons (mainly pions and

protons) at the beam level. As a consequence, upstream detectors are exposed to a

particle flux larger1 than the single component made of kaons. According to the NA62

1At 75 GeV/c the total beam particle flux is about 17 times higher than the kaon flux.
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beam specifications the primary beam amounts to ∼ 7× 1012 protons per pulse (ppp)

on the target. The total particle rate of a selected 75 GeV/c secondary hadron beam is

about 750 MHz; the single component rates are: protons at 173 MHz, K+ at 45 MHz,

π+ at 525 MHz, µ+ at 6 MHz and e+ 0.3 MHz. The number of K+ decays integrated

over a year2 in 60 m of decay fiducial length is 4.5× 1012; considering the signal bran-

ching ratio BR(K+ → π+νν̄) ∼ 10−10 and the detector acceptance ∼ 10%, this trans-

lates into ∼ 45 events collected in one year (i.e. ∼ 100 events in two years).

For the secondary unseparated NA62 beam of 75 GeV/c central momentum the

choice to select a positive rather than a negative beam is motivated by the following

reasons:

• the K+ production cross section is higher: K+/K− ∼ 2.1;

• the fraction of kaons with respect to the total beam flux and with respect to the

dominant (pion) component is the same for both charges.

The schematic layout of the NA62 experiment comprising the target, the beam line,

the decay fiducial region and detectors is shown in Fig. 4.5.

After the production target quadrupole magnets are used to focus hadrons towards

the centre of a beam dump stage (labelled with TAX). The latter is an achromatic cor-

rector composed by four dipole magnets and a momentum-defining slit in the middle,

which allows to select a narrow momentum band (' 1%∆p/p). More quadrupoles

focus the beam towards two collimators acting in both vertical and horizontal planes

and align the beam to the optical axis of a Cherenkov differential (CEDAR) counter,

which is used to tag the K+ in the beam. The next stage on the beam line is a parti-

cle tracking system composed by a second achromatic corrector, made of four dipole

magnets and three stations of GigaTracKer (GTK) detector. This stage, discussed in

more detail in Sec 4.1.3, provides the momentum and direction measurements for all

particles in the beam. The third GTK station is positioned right after a final collimator

on the beam line and is followed by a veto detector (CHarged ANTI - CHANTI), which

surrounds the beam in vacuum and is designed to reject charged particles produced

by the beam scattering into the GTK detector material (see Sec. 4.1.5).

4.1.2 The detector overview

An extensive discussion on the individual components can be found in [87]. The

decay fiducial region, whose beginning is marked by the exit of the final collimator, is
2The NA62 strategy foresees a 100-days running time per year with an effective duty cycle of 20%.
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Figure 4.5: Schematic layout of the NA62 experiment including the beam line, the

decay fiducial region and detectors.

contained in the first 60 m of a large vacuum tank, ∼ 120 m long. The beam is trans-

ported in vacuum through the downstream detectors with a thin-walled aluminium
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beam tube of inside diameter of ∼ 156 mm.

A magnetic spectrometer, composed of four straw-tubes chambers (STRAW) and

a large-aperture dipole magnet, is responsible for the detection and tracking of the

charged decay products inside the vacuum tank (see Sec. 4.1.3). The magnet pro-

vides a horizontal transverse momentum kick of 270 MeV/c, thereby deflecting the

75 GeV/c beam by 3.6 mrad.

After the spectrometer, a Ring Imaging CHerenkov (RICH) counter, further di-

scussed in Sec. 4.1.4, provides the identification of pions from kaon decays and the

separation π/µ, necessary to reject the K+ → µ+νµ decays, in the pion momentum

range (15;35) GeV/c. As a consequence, for kaon decays with K+ at 75 GeV/c, the

decay products, other than the accepted π+, will carry an energy of at least 40 GeV,

which helps the background rejection. As an example, the probability that both pho-

tons from a 40 GeV π0 decay are left undetected because of detector inefficiencies is

below 10−8. The RICH is followed by a “charged” hodoscope (CHOD), similar to the

hodoscope employed in the NA48/2 detector and described in Sec. 2.3.

The vacuum tank, the magnetic spectrometer, the RICH and CHOD are interspaced

by twelve stations of ring-shaped Large Angle photon Veto (LAV) detectors. The LAV

is designed to reject the second main background due to K+ → π+π0 decays, followed

by π0 → γγ; together with the LKr electromagnetic calorimeter, which is inherited

from the predecessor experiment and described in Sec. 2.4, it covers the angular re-

gion of photon emission up to 50 mrad. In the forward region the detection of photons

is rendered hermetic by means of an Intermediate Ring Calorimeter (IRC), placed be-

tween the CHOD and the LKr, and a Small-Angle Calorimeter (SAC), positioned on

the beam line at the downstream end of it. The LAV, LKr, IRC and SAC detectors com-

pose the photon veto system, addressed in Sec. 4.1.5. The beam is finally absorbed in

a beam dump composed of iron surrounded by concrete.

4.1.3 Tracking systems

The GigaTracKer (GTK) detector plays a fundamental role in the NA62 measure-

ment strategy, which relies on the tracking of K+ under the following conditions:

• high and non-uniform beam rate (750 MHz over 1620 mm2 - 1.3 MHz/mm2 peak

value);

• minimal amount of material (< 1%X0) on the beam line to preserve the beam

divergence and limit beam hadronic interactions;
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Figure 4.6: Schematic layout of the Gigatracker stations and sketch of the K+ → π+νν̄

decay.

• excellent time resolution (∼150 ps) matching the pion tracking information from

downstream detectors;

The GTK is composed of three stations (GTK1, GTK2 and GTK3) placed along the

beam line and mounted in between four achromat magnets (Fig. 4.6). The measure-

ment of the particle momentum and direction is obtained through a magnetic field

bending the path of the particle, which traverses it, in proportion to its momentum. In

the middle of the four magnets the beam is displaced by 60 mm. Simulation studies of

kaon decays in the detector, assuming the expected resolution from downstream de-

tectors tracking the pions, has established the following required resolutions on beam

momentum and direction: σ(pK)/pK ∼ 0.2% relative and 16 µrad, respectively. Each

GTK station is a hybrid silicon pixel detector containing 18, 000 pixels of size 300× 300

µm2, arranged in a matrix of 90× 200 elements. The pixel thickness is 200 µm and it

corresponds to 0.22%X0. Including the material budget for the pixel readout and cool-

ing, the total amount per station is below 0.5%X0.

To measure the momentum and direction of secondary charged particles originat-

ing from the decay region, a downstream magnetic spectrometer is employed. It is

composed of a high aperture dipole magnet, providing a vertical B-field of 0.36 T, and

four tracking chambers. To minimise multiple scattering effects, the spectrometer will

work in vacuum. Straw-tube chambers are considered optimal tracking detectors to

cover large areas and operate in vacuum. Each chamber is equipped with 1, 792 straw

tubes, which are positioned in four “Views” (see Fig. 4.7) providing measurements

of two couple of orthogonal coordinates (x,y ; u,v): this is necessary to eliminate the
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Figure 4.7: Straw chamber four “Views” assembly: a) the x “view” with straws ver-

tically oriented; b) the y “view” with horizontal straws; c) the u “view” with straws

rotated by 45 degrees with respect to the straws in the y “view” (the v “view” is rotated

by 90 degrees with respect to the u “view”); d) One straw chamber assembly made of

the four “Views”; each chamber has an active area of 2.1 m diameter. The central hole

allows the beam passage.

ambiguity in the track assignment in case of multiple hits. The central part of the

chamber is not equipped with straw tubes in order to allow the beam pipe passing

through. The determination of each coordinate is obtained combining the information

from four layers of straw tubes: this resolves the left-right ambiguity in the correspon-

ding coordinate. The physics performances of NA62 imply several requirements on

the Straw Tracker design:

• use of minimum amount of material (≤ 0.5%X0 for each chamber) along the

particle trajectory to minimise multiple Coulomb scattering;

• a spatial resolution (≤ 130µm per coordinate and ≤ 80µm per space point) to re-

construct precisely the intersection point between the decay and parent particle;

• operation with an average particle rate of 40 kHz and up to 500 kHz for straws
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close to the beam;

• capability to veto events with multiple charged particles.

4.1.4 Particle identification detectors

The first PID detector on the NA62 beam line is the CEDAR: a Cherenkov diffe-

rential counter proposed for the charged kaon identification and tagging. The CEDAR

represents the detector whose upgrade, development and test I was directly involved

into. An extensive discussion about its operation mode, features and usage in NA62

will follow in Chp. 5.

Figure 4.8: Schematic layout of the NA62 RICH detector: the right section of the vessel

is cut to show the spherical mirror and the beam pipe.

The kaon decay channel K+ → µ+νµ represents the main source of background

to K+ → π+νν̄ events: BR(K+ → µ+νµ) ∼ 63% and it may lead to a signal event

if the µ+ is mis-identified as a π+. The usage of a RICH counter (introduced in Sec.

4.1.2) has been proposed to reject the muon in the final state. In a Cherenkov detector

the PID exploits the formation of light cones due to the Cherenkov effect. That is, a

charged particle traversing a medium, with a velocity β larger than the speed of light c

in the medium, emits a Cherenkov radiation at an angle θc with respect to the particle

trajectory such that:

cos θc = 1/nβ , (4.1)

where β is normalised to c and n is the index of refraction of the medium. In a RICH

detector, the light cone image is reflected by a spherical mirror, placed at one end of

the vessel (see Fig. 4.8), on a photon detector located at the opposite end of the same

volume. The photon detector sits on the mirror focal plane (the plane orthogonal to
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the optical axis and passing through the focal point3) and if the particle trajectory is

parallel to the optical axis, the cone image is a ring of radius: r = f tan θc ∼ f θc,

for small θc angles4 and where f is the focal length of the mirror (equal to half of its

curvature radius). Once the optical path, defined as f × n, is fixed, the Cherenkov

ring radius depends only on the particle velocity β. If the particle has mass m, its

momentum p is given by:

p = mγβ =
mβ√
1− β2

(4.2)

where γ is the Lorentz factor; it follows that for a given value of p the Cherenkov angle

θc, thus the ring radius r, is only a function of the particle mass.

According to the NA62 measurement strategy the requirements to be fulfilled by

the RICH detector are:

• π+/µ+ separation in the momentum range (15,35) GeV/c providing a muon

suppression factor of at least 10−2;

• time measurement with a resolution of at least 100 ps;

To be fully efficient on particles of momentum p, the threshold pt, defined as pt = βtm,

where βt = 1/n (from Eq. 4.1) is the threshold velocity below which no Cherenkov

radiation is emitted, must be about 20% smaller than the actual particle momentum

p. From similar considerations applied to the pion momentum range, it follows the

choice of the gas. In particular, the lower limit p = 15 GeV/c implies pt ∼ 12.5 GeV/c,

which leads to a refractive index such that: (n − 1) = 62 × 10−6, corresponding to

Neon gas at atmospheric pressure.

The photon detector technology is based on Hamamatsu R7400U-03 photomulti-

plier tubes (PMTs). Assuming a single-photon detection, the time resolution on the

pion crossing time5, σπ(t), is proportional to the time resolution of PMTs, σPMT(t),

according to the formula: σπ(t) = σPMT(t)/
√

Npe, where Npe is the number of photo-

electrons produced by photons impinging on the photon detector. The time resolution

requirement thus leads to the choice of fast single anode PMTs and to the usage of a

copious number of them, which decreases the probability of pile-up and multi-photon

detection. Moreover, the granularity of the photon detection is also important to op-

timize the angular resolution of the detector; this implies a solution with the PMTs

3The focal point is where the light incident the mirror and travelling parallel to the optical axis will

impinge after the reflection.
4This is generally the case in gas radiators.
5The pion crossing time is defined by the photon arrival times at the photon detector plane.
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arranged in a compact configuration. According to simulations, a total of 2000 PMTs

is sufficient to match the detector requirements. The same photon detector technol-

ogy will be used for the CEDAR detector, so more details on PMT operations, perfor-

mances and features can be found in Chpt. 5. Assuming a RICH filled with Neon at

1 atm and with a mirror focal length of 17 m, the Cherenkov ring radius (left) and Npe

(right) are shown in Fig. 4.9 as a function of the momentum for a pion and a muon.

Figure 4.9: Ring radius (left) and Npe (right) as a function of momentum, for a pion

(solid line) and a muon (dashed line), for a RICH filled with Neon at 1 atm and with

focal length of 17 m.

In 2009 a test beam was performed with a RICH prototype equipped with 414

Hamamatsu R7400U-03 PMTs. A time resolution of 65 ps was measured and the π/µ

separation was scanned in the range (15,35) GeV/c. The µ suppression factor was

estimated to be 10−2 integrated in the momentum range of interest [88].

In order to suppress K+ → µ+νµ events, in addition to the kinematic rejection

(STRAW) and the π+/µ+ separation (RICH), a further muon reduction of the order of

10−5 with respect to pions is required and achieved by means of a muon veto system.

If the charged particle is a muon the energy deposit in the LKr calorimeter is small and

the particle traverses a thick layer of iron without being absorbed. To ensure the re-

quired S/B ratio, special cases, in which muons undergo catastrophic bremsstrahlung

or direct pair production and deposit a major fraction of their energy in the calorime-

ter, must be vetoed. To reject these events, electromagnetic muon showers must be

distinguished from hadronic pion showers by measurements of the shower shape.
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Figure 4.10: Schematic view of MUV1 (grey) and MUV2 (blue). The beam is coming

from the left.

To partially suppress muon events already at the first trigger level, a fast muon veto

detector is needed. This sub-detector should have a time resolution below 1 ns to

reject events with coincident signals in the GTK and the CEDAR. The muon veto sys-

tem (MUV), shown in Fig. 4.10 consists of three distinct parts, called MUV1, MUV2,

and MUV3, according to their longitudinal position along the beam axis. The first

two modules, MUV1 and MUV2, follow directly the LKR calorimeter and work as

hadronic calorimeters for the measurement of deposited energies and shower shapes

of incident particles. Both modules are iron-scintillator sandwich calorimeters with 24

(MUV1) and 22 (MUV2) layers of scintillator strips. In both modules, the scintillator

strips are alternatively oriented in the horizontal and vertical directions. After MUV1

and MUV2 and an 80 cm thick iron wall, the MUV3 module, or Fast Muon Veto, de-

tects non-showering muons and acts as muon veto detector at trigger level. To achieve

the required time resolution at each transversal position, scintillator tiles are used and

arranged in order to minimise differences in the light path trajectories.
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4.1.5 Vetoes

Figure 4.11: Sketch of beam particles undergoing inelastic interactions in the GTK ma-

terial. The scattered particles are detected in the CHANTI detector placed immediately

after GTK3.

Despite the fact that GTK stations are thin, beam particles can undergo inelastic

interactions in the GTK material. The most critical events take place in GTK3: the

scattered particles, pions or muons, if emitted within the straw acceptance, can mimic

a kaon decay in the fiducial region. If no other track is detected these events lead to

a K+ → π+νν̄ signature. The probability of kaon inelastic scattering is ∼ 1%: thus,

to achieve the required S/B ratio, the combined rejection factors from analysis cuts

and veto efficiency must reach a level of 10−8. To this purpose, the CHANTI detector,

introduced in Sec. 4.1.1, has been proposed; it consists of six stations of scintillator

bars surrounding the beam and placed inside a single vacuum tight vessel, together

with the GTK3 station. The CHANTI is also used to veto beam halo (muons) in the

region closest to the beam. The expected rate of particles, from inelastic interactions

and beam halo, releasing enough energy to be detected, is∼ 2 MHz [87]. The CHANTI

is able to veto about 95% of kaon inelastic interactions in GTK3. This vetoing efficiency

reaches almost 99% if one restricts to potentially signal-like events, namely the ones

where the kaon either did not survive the inelastic interaction or did not decay in the

fiducial volume and one track is reconstructed by the STRAW tracker at the same time.

The kaon decay channel K+ → π+π0 represents the second main source of back-

ground to K+ → π+νν̄ events: BR(K+ → π+π0) ∼ 21% and it can contaminate the

signal region if the two photons from the π0 → γγ decay are not detected. The cut on

the charged pion momentum between 15 GeV/c and 35 GeV/c provides a kinematic
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Figure 4.12: Layout of one LAV station.

rejection factor on K+ → π+π0 events of order of 10−4. To ensure the signal over

background ratio (S/B ∼ 10/1) required by the NA62 measurement strategy and con-

trol the K+ → π+π0 backbround, it is essential to keep the average inefficiency on the

rejection of the π0 down to a level of 10−8. To this end, an hermetic photon veto sys-

tem has been proposed to detect photons produced in the fiducial decay region. The

geometry of the experiment suggests a partition of the veto system into three different

angular regions, each one instrumented with three different detector technologies:

• 12 Large Angle Veto (LAV) stations distributed along the decay volume and cov-

ering the angular region: (8.5÷50) mrad;

• a LKr calorimeter, inherited from the predecessor experiment and explained in

Sec. 2.4, providing photon veto in the angular region: (1÷8.5) mrad;

• a Inner Radius Calorimeter (IRC) and a Small Angle Calorimeter (SAC) addressed

to photons emitted at small angle (< 1 mrad) and designed to cover the zone

around the inner radius of the LKr calorimeter.

The LKr, IRC, SAC and the last station of LAV are positioned outside the vacuum tank.

Photons coming from the π0 decays are distributed at different angles with different

energy spectra. The photon energy distribution in the LAV covers the range between
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10 MeV and 30 GeV. The minimum photon energy in the LKr calorimeter is 1 GeV,

while in the IRC and SAC it is ∼ 6 GeV. The major contribution (0.2%) to the global

photon veto inefficiency is due to π0 decays in which one photon is emitted at low

energy and is either outside the acceptance of the LAV or inside it, but with high

inefficiency, while the other photon is mainly impinging the LKR calorimeter, with an

energy larger than 35 GeV, or the IRC with an energy larger than 60 GeV [87]. It is then

mandatory to have an inefficiency of the LKR lower than 10−5, at those energies, to

reduce the contribution from these events to the average π0 rejection inefficiency.

The LAV basic building blocks are lead glass crystals from the former OPAL electro-

magnetic calorimeter [89]. Four crystal detectors (lead glass crystals + PMTs) are

mounted on a common support structure forming an azimuth segment. Inside the

vacuum tube the segments are assembled to form a complete ring of lead glass blocks.

Each LAV stations is made up of 4 or 5 rings, which are staggered in the azimuthal

direction providing complete hermeticity.

The photon veto system is complemented by two additional detectors, IRC at in-

termediate radii and SAC at very small angles. These two small detectors will have a

single-photon detection efficiency better than 10−5 for photon energies above several

GeV. While this thesis is being written (September 2012) the construction technology

for these two detectors is still under discussion, but it will be probably based on alter-

nating layers of lead and scintillator, read out via wavelength shifter fibers. For a full

general description of this type of calorimeter see [90].

4.1.6 Trigger and Data Acquisition System

The intense flux needed in rare decay experiments implies the design of high-

performance triggering and data acquisition systems, which minimise the dead time

while maximising data collection reliability.

The proposed solution is a combined trigger and data acquisition (TDAQ) system

[91], assembling trigger information from readout-ready digitized data. A common

clock, with a frequency of∼ 40 MHz, is optically distributed to all systems by means of

a Timing, Trigger and Control (TTC) electronic module designed for LHC experiments

[92]. The TTC clock will be the common time reference for all sub-detectors. The

trigger hierarchy is made of three logical levels:

• a hardware L0 trigger, based on the input from a few sub-detectors;

• a software L1 trigger, based on information computed independently by each
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sub-detector system;

• a software L2 trigger, based on assembled and partially reconstructed events;

The hardware L0 trigger uses the input from the HOD, the MUV, the LKr, the RICH,

the LAV, and the STRAW. The primary trigger corresponds to events with a single

track in the HOD, nothing in the MUV and no more than one cluster in the LKr. The

inclusion of other sub-detector information is possible, both to refine the primary trig-

ger and to implement secondary triggers for control samples, as well as for different

physics goals.

The L1 trigger is based on simple correlations between independently-computed

conditions by single sub-detectors. Some examples are: an equal number of tracks in

the front and back of the STRAW spectrometer, no showers in the LAV, a hit multipli-

city and pattern consistent with a charged pion in the RICH and a positive indication

of at least one in-time kaon in the CEDAR.

The L2 trigger is based on more complex correlations between different sub-detectors

and it provides the final trigger decision. All data associated with events satisfying the

L2 trigger conditions will be logged to tape.
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Chapter 5

The CEDAR Detector

This chapter will focus on a detector which is essential for both the K+ → π+νν̄

event reconstruction and the background suppression. As explained in Sec. 4.1.1, in

the secondary beam that will be used in NA62, kaons are not separated from the other

particles produced at the proton interactions in the target. The main beam components

consist of 70% of pions, 20% of protons and 6% of kaons with a central momentum of

75 GeV/c and r.m.s spread of 1%; the total beam rate amounts to 750 MHz [86]. A

beam particle (mainly a pion) interacting with the residual gas in the vacuum tank1

may lead to a K+ → π+νν̄ signature, if no other visible particles are produced in the

same event. This source of background, with probability ∼ 10−4, can be kept below

one fake event per year by evacuating the tank at a pressure less than 6× 10−8 mbar.

The vacuum requirement can be relaxed by at least an order of magnitude, if the kaons

are tagged in the beam. Hence, a crucial aspect of the NA62 experiment is to perform

a positive identification of the minority particles of interest in the beam, namely the

kaons, in this high rate environment before their decay. The task will be achieved by

means of a gas-filled differential Cherenkov counter (CEDAR)2 placed in the beam

line (see Fig. 4.5).

CEDAR counters [93] have been constructed and used at CERN since the early ’80s

for SPS secondary beam diagnostics. There are two versions of the CEDAR detector,

“North” and “West”, designed to be used with different gases and suitable to operate

in different energy regimes. In 2006 a test run at CERN demonstrated the CEDAR

capability to distinguish the main beam components (pions, kaons and protons). The

test was performed with a “West” version of the detector, which was then confirmed

for usage in NA62. The CEDAR “West” is designed to be filled with nitrogen gas

1The vacuum tank housing the fiducial decay volume.
2The acronym CEDAR stands for ChErenkov Differential counter with Achromatic Ring focus.
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and is optimised for low beam momenta: it is able to separate kaons and pions up

to 150 GeV/c and detect protons down to 12 GeV/c. Preliminary simulations have

shown that the same counter, filled with hydrogen instead of nitrogen, at an absolute

pressure of 3.6 bar, can function well for NA62 purposes. The choice of the gas is

imposed by the necessity to keep a minimal amount of material on the beam line:

an H2-filled volume corresponds to ∼ 0.2%X0, while a N2-filled one to ∼ 3%X0. This

requirement reduces the scattering of beam particles in the radiator, which is necessary

to control the beam divergence in the sub-detectors placed further down the beamline.

5.1 The CEDAR requirements in NA62

In NA62 the kaon tagging and time information, in conjunction with the timing

from other components, is necessary to reconstruct the K+ → π+νν̄ decay and to

guarantee the rejection of background induced by accidental overlap of events in the

detector. For that purpose, the GTK spectrometer (see Sec. 4.1.3) and the Cherenkov

counters (the RICH in Sec. 4.1.4 and the CEDAR) will play an essential role in NA62

by providing fast PID information.

The NA62 experimental strategy requires the following conditions to be satisfied

by the CEDAR detector:

• a kaon tagging efficiency, defined in Sec. 5.6, of at least 95%;

• a kaon crossing time measurement, defined in Sec. 5.2, with a resolution better

than 100 ps;

• a pion and proton rejection with minimal accidental mis-tagging (∼ 10−4);

• a capability to stand a high radiation level;

• stable and reliable operations over time.

5.2 Principle of operation

The CEDAR principle of operation for the particle identification is almost the same

as the one described for the NA62 RICH detector (see Sec. 4.1.4); it exploits the for-

mation of light cones due to the Cherenkov effect. As already mentioned, for a given

beam momentum, the Cherenkov light produced by a charged particle traversing the
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gas (at a given pressure) is emitted with an angle θc (Cherenkov angle) that only de-

pends on the mass of the particle and the wavelength of the Cherenkov light. Diffe-

rential Cherenkov counters have an internal optical system focusing the light on the

photon detector plane and giving a ring image so that particles of different velocities

can be distinguished by the diameter of the light rings.

For an annular aperture of fixed3 radius, Rc, (thus θc is fixed) particles of different

masses are selected by varying the gas pressure, and hence the refractive index, in or-

der to fulfil the equation 4.1. The radius Rc is defined by a mechanical diaphragm with

variable annular aperture of width, wD, varying in the range between 0 and 20 mm.

For an operating angle θc = 30.9 mrad and a radius Rc =100 mm the effective focal

length f of the optical system, according to the formula Rc = f θc, is f = 3.3 m.

An important quantity to consider is the difference between the ring radius of two

particles of masses m1 and m2 in a beam of momentum p, which can be expressed as:

∆Rc = f ∆θc =
f

θc

m2
2 −m2

1
2p2 ,

Two rings, and the corresponding particles, can be distinguished if their radii differ by

∆R > wD. Thus, closing the diaphragm aperture gives the rejection of unwanted par-

ticles. As an example, using kaons and pions (mπ = 0.1395 GeV2, mK = 0.4937 GeV2)

of momentum 75 GeV/c and the same values as above for the operating angle θc and

the focal length f , one obtains ∆RK,π of about 2 mm. The diaphragm aperture width,

wD, should be set at less than this value to ensure that no light from pions is detected,

when the pressure is set to detect kaons. However, the light ring of a single kind of

particle is broadened by various mechanisms, so that closing the light diaphragm too

much reduces the efficiency of detecting the desired particle.

The most severe of such effects is the chromatic dispersion, which occurs because

the index of refraction of the gas n varies with the wavelength λ of the light. For a

given gas, the chromatic dispersion only depends on the γ of the particle, so a fixed

chromatic corrector can be used to compensate for the chromaticity in a particular

regime, i.e. separating kaons and pions at high momentum. In the original version of

the CEDAR “West”, filled with nitrogen at 1.7 bar, the contribution from chromatic dis-

persion to the radius is ∆R = 2 mm (comparable with the distance RK,π). A chromatic

corrector lens in the CEDAR optical system corrects for this effect and the correction

factor achieved is ∼ 10. Simulations have shown that, with the CEDAR filled with

hydrogen gas at 3.8 bar and the chromatic corrector in place, the light ring width is

3The radius is fixed up to the width of the aperture.
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about 3 mm on the kaon peak and is dominated by chromatic dispersion, as the opti-

cal system is not optimise for this radiator.

The second effect comes from the beam divergence; the light rings are concen-

tric only when particles in the beam travel parallel to each other. If that is not the

case then the projected angle of a particle trajectory results in a displacement of the

centre of the light ring. Considering the projected angle averaged over the beam par-

ticles (∆θx = ∆θy = 70 µrad [87]) the contribution to the radius is given by ∆R =√
∆2

x + ∆2
y =0.3 mm (r.m.s.), where ∆x,y = f ∆θx,y.

Additional minor effects broadening the width of the light ring are due to: the

multiple scattering incurred by the beam during its traversal of the gas radiator and

the momentum spread of the beam (∆p/p ∼ 1%). The former contribution to the light

radius R is evaluated using the typical deviation of a particle trajectory due to multiple

scattering through small angles [80], which depends on the beam momentum. At

75 GeV/c and with an amount of material of ∼ 0.3%X0, one obtains a contribution

of ∆R = 0.05 mm (r.m.s.). The latter contribution can be computed using the Lorentz

relation for a relativistic particle velocity, β = 1√
1+(m/p)2

, in Eq. 4.1; one obtains ∆R =

0.05 mm (r.m.s.).

The number of photons N emitted through a radiator thickness x depends on the

wavelength λ (or energy E), the index of refraction n, the Cherenkov angle θc and is

given by the Frank-Tamm equation (assuming a single charge particle):

d2N
dEdx

=
2πα

hc
sin2θc ' 370 sin2θc eV−1cm−1 , (5.1)

where α is the fine-structure constant and h the Planck constant. This equation can

also be written in terms of the wavelength λ as:

d2N
dλdx

=
2πα

λ2 sin2θc . (5.2)

A common principle of operation in both NA62 Cherenkov counters (RICH and

CEDAR) is that the photons emitted by the particle traversing the radiator are re-

flected into a mirror placed at one end of the vessel and travel all the way back, in the

opposite direction along the vessel, before impinging on the photon detector plane.

By construction, photons produced at the beginning of the vessel (earlier) travel for a

longer distance with respect to photons produced at the end of it (later) and they all

arrive at the same time on the photon detector plane. As a result, the arrival time of

photons produced by a particle traversing the radiator does not depend on the photon

production point along the vessel and it is used to define the particle crossing time.
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Assuming a photon detector technology with single photon counting capability, the

corresponding time resolution on the kaon crossing time can be calculated using the

equation:

σT,K =
σT,γ√

Nγ
, (5.3)

where σT,γ is the time resolution on single photon detection, determined by the chosen

technology, and Nγ is the number of photons detected per kaon.

5.3 Detector overview

Figure 5.1: CEDAR counter: (left) upstream end view of the vessel with the nose and

the quartz windows; (right) schematic layout of a standard West version.

The CEDAR counter is a steel vessel filled with gas of controlled pressure. It has a

diameter of about 60 cm and it is closed by a ∼ 1 m-long nose with eight quartz win-

dows at the upstream end (see left picture in Fig. 5.1); it terminates with a spherical

head at the downstream end. The length of the vessel is 4.5 m, while the overall length

of the detector sums up to ∼ 6 m when including the nose. As illustrated in the right

panel of Fig. 5.1, the Cherenkov light produced in the gas is reflected by a mirror, then

passes through a corrector lens and finally through a diaphragm, and via additional

lenses onto eight spots where the photon detectors (PMTs) are located. The optical

components (Mangin mirror, chromatic corrector, condensor lenses and quartz win-

dows) are shown in Fig. 5.2; a sketch of the optical path of two Cherenkov photons

is provided. The mirror and the condensors are mounted onto the same optical axis,

which is attached to the diaphragm and fixed without constraint to the vessel. Hence,
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Figure 5.2: Schematic layout of the optical elements inside the CEDAR vessel and a

sketch of the light path.

possible pressure and temperature variations do not affect the optical axis. The chro-

matic corrector is mounted off-axis and it is designed to match the dispersion curve

of the gas4 to compensate the effect of the chromatic dispersion. The corrector lens

ensures that the Cherenkov light, emitted at all wavelengths, arrives at the same ra-

dius on the diaphragm plane. As a consequence, the light from unwanted particles

hits the diaphragm at different radii from that of wanted particles; it does not pass

through the annular aperture at the diaphragm plane and does not contribute to the

rate on PMTs. That is why the detector is well suited to tag minority particles in a

high-intensity beam. For a correct CEDAR operation all light rings produced at the

diaphragm plane must be concentric; as mentioned in Sec. 5.2 this happens when all

beam particles travel parallel to each other. To this end the optical axis of the counter

must be precisely aligned with the beam axis.

In a CEDAR “West” counter, designed for use with nitrogen gas, the chromatic cor-

rector does not work under optimal conditions with any other radiator. Fig 5.3 shows

the distributions of the Cherenkov ring radius at the diaphragm plane as expected for

kaons and pions; the spectra are obtained by operating the CEDAR “West” counter

with nitrogen, N2, gas at an absolute pressure of 1.7 bar and hydrogen, H2, gas at an

4The dispersion curve of the gas describes the dependence of the index of refraction n on the wave-

length λ of the light.

120



Radius at Diaphragm [mm]
96 98 100 102 104 1060

20

40

60

80

100

120

310!
CEDAR-West with Nitrogen

MC

K

π

Radius at Diaphragm [mm]
96 98 100 102 104 1060

10000

20000

30000

40000

50000

CEDAR-West with Hydrogen

MC

K

π

Figure 5.3: Cherenkov photon ring radius at the diaphragm plane expected for kaons

(black) and pions (green). Left: CEDAR operating with N2 gas at an absolute pressure

of 1.7 bar. Right: CEDAR operating with H2 gas at an absolute pressure of 3.3 bar. The

standard annular aperture (wD = 1.5 mm) is represented by red lines.

absolute pressure of 3.3 bar. The effect of the chromatic corrector is visible with N2 (left

panel): in agreement with what stated in Sec. 5.2, the width of the kaon and pion ring

radius distributions is∼ 0.2 mm (r.m.s.), corresponding to a factor 1/10 of the distance

between the kaon and pion peaks (RK,π ∼ 2 mm). On the contrary, the chromatic dis-

persion effects are not compensated with H2 (right panel) and the width of the kaon

and pion ring radius distributions is broadened with respect to the one obtained with

N2. The shoulder appearing with H2 in the distribution of the kaon ring radius (above

101 mm) is mainly populated by low wavelength Cherenkov photons (λ < 260 nm)

and contaminates the radius region expected from Cherenkov photons produced by

pions. The K − π separation is achieved by setting the diaphragm aperture width at

wD = 1.5 mm, as indicated by the red lines in Fig. 5.3. The resulting light loss (∼ 30%)

does not compromise the correct (even if not under optimal optical conditions) ope-

ration of the CEDAR. Besides, as it will be seen in the next section, within NA62 the

counter will work in a high rate environment and the amount of Cherenkov light,

passing through the diaphragm and reaching the PMTs, induces several limitations

and modifications to be applied. As a consequence, a ∼ 30% light loss can be simply

ignored.
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5.3.1 Upgrade for NA62

To meet the requirements listed in Sec. 5.1 some modifications to the original

CEDAR detector design are needed. The proposed version of the counter relies on

new photon detector, readout, mechanics, cooling and safety systems. Some upgrades

are finalised (photon detector and readout), while some are still under optimisation

at the time of the present thesis. In this chapter the new photon detector and readout

electronics is discussed being the result of part of the work carried out during my PhD.

The NA62 Technical Design document [87] describes all the modifications that will be

applied to the CEDAR counter in order to be adapted for usage with hydrogen gas, in-

stead of nitrogen, on the NA62 beam line. The main parameters of the hydrogen-filled

CEDAR “West” counter, proposed for application in NA62, are listed in Tab. 5.1.

Parameter Value

Gas type H2

n− 1 ∼ 142× 10−6

Nominal pressure (for kaons) 3.86 bar

θc 30.9 mrad

Kaon rate (average) 50 MHz

Time resolution 100 ps

∆θc/θc 4.8× 10−3

∆β/β 5× 10−6

Table 5.1: Requirements and resolutions of the CEDAR detector.

Only Cherenkov photons originating from kaons are selected at the diaphragm

plane, excluding light induced by pions and protons; the expected average kaon rate

is 50 MHz. The Cherenkov light distribution at the eight quartz windows is presented

in Fig. 5.4; the light spots cover eight 30× 10 mm2 rectangular areas. In the original

version of the CEDAR “West” counter each light spot is readout by one PMT. Assum-

ing a light yield of about 200 photons per kaon at the exit windows of the CEDAR and

distributed among the eight spots,the expected mean rate of single photons is about

4 MHz/mm2, without considering accidental and thermal noise (dark counts). The

original CEDAR PMTs are inadequate to cope with such a high and localised photon

rate; new photon detectors and associated readout are needed to operate at the re-

quired rate. Moreover, integrating the expected rate of single photons over a PMT’s
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Figure 5.4: Cherenkov light distribution at the eight CEDAR quartz windows.

active area of ∼ 50 mm2, one obtains a single photon rate per PMT device > 200 MHz.

In this regime, the anode current would be only an order of magnitude below the ma-

ximum sustainable value and this is considered not a safe operational mode. Typical

modern PMTs are rated at a maximum anode current in the region of 100 µA and a

gain in the region of 106.

Figures 5.5 show the new solution proposed for the CEDAR photon detector to re-

duce the rate on a single PMT device (of ∼ 50 mm2 active area) to a more acceptable

value of ∼ 5 MHz. The 90 degrees reflection in external mirrors is necessary to spread

the Cherenkov light over large collection areas and keep the longitudinal dimension

of the counter within certain limitations [87]. Referring to the drawing in Fig. 5.5 (left-

panel), the Cherenkov light, selected at the CEDAR diaphragm and passing through

the quartz windows (blue), is projected on the plane of the new PMTs (green) and dis-

tributed, by means of additional external mirrors (red), over larger collection areas.

The new photon detector design consists of a compact array of new and small PMTs at

each spot; this configuration allows to reduce the photon rate and average anode cur-

rent per PMT. A careful design of external optics and light collection cones is required

to keep the light collection efficiency at the same level as that of the original PMTs and

to reduce the effect of dead areas. The assembly of the new photon detector at the

CEDAR nose is shown in the mechanical design in Fig. 5.5 (right-panel). At the time

of the present thesis the choice of the best configuration for the light transport and
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collection systems are under optimization with a Geant4-based study including most

of the modifications concerning the CEDAR detector. The photon detector technology

was tested at CERN: the dark count, the response in charge and the time resolution for

CEDAR PMTs are discussed in Sec. 5.5. The number of PMTs has been decided with

a Monte-Carlo simulation of the CEDAR photon detector, explained in Sec. 5.6. Cross

checks and validations will follow from the Geant4 simulation of the whole apparatus.

New electronics is needed to cope with a ∼ few MHz rate on single device (i.e. per

readout channel). The proposed readout system design, introduced in Sec. 5.4.2, was

tested in a test beam described in the next chapter.

5.4 The CEDAR PMT

The photodetector choice must accommodate all CEDAR working requirements.

Photomultiplier Tubes, or PMTs, are electron tube devices which convert light (pho-

tons) into a measurable electric current (electrons)5. PMTs have a high resistance to

the damage by radiation and a low (∼ few Hz) dark-count rate. In addition, PMTs

with quartz input windows are sensitive to UV and near-UV wavelengths. The re-

5The reader can refer to [94] for details on the main characteristics of a PMT and its operation mode.

Figure 5.5: Simulation of Cherenkov photons (left-panel) with the ray tracing from

the CEDAR quartz windows (blue), to the external mirrors (red) and to the new PMT

planes (green). Mechanical design of the new CEDAR photon detector (right-panel)

with the main structure positioned after the quartz windows, surrounding the nose

and housing external mirrors, light collection cones and PMTs.
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quired combination of pico-second time resolution, high rate and reliable operation

over many years implies a careful evaluation of the behaviour and features of PMTs

and the development of an optimization procedure to establish the minimum number

of PMTs necessary to achieve the desired kaon efficiency, while minimising the dead

time and accidental noise.

5.4.1 Technology overview

The technology under discussion is based on PMTs already used for the NA62

RICH detector [95]. It consists of metal package photomultipliers of the HAMA-

MATSU [96] R7400 series, U-03 (quartz window) type, which were chosen for their

compactness, speed and relative cheapness. The R7400 PMT has a polyoxymethylene

insulation cover of roughly cylindrical shape, 15.9± 0.4 mm wide and 11.5± 0.4 mm

long. The eight PMT dynodes are properly supplied through a HAMAMATSU high

voltage divider (2.8MΩ total resistance), which has a cylindrical shape 17.0± 0.2 mm

wide and 15.0 ± 0.5 mm long and three cables: one cable for the signal output and

two cables for the high (negative) voltage supply and grounding. The photocathode

(with 8 mm minimum active diameter) is bialkali type and has a typical photocathode

sensitivity of Sk = 62 mA/W, at λ = 420 nm, corresponding to a Quantum Efficiency

value of QE ∼ 20%. The former quantity, Sk, is defined as the ratio between the pho-

tocathode current Ik(Ampere) and the incident electron flux Φe(Watt); it is quoted for

a specific wavelength when the photocathode is not uniformly sensitive to the spec-

tral composition of the incident light. The latter quantity, QE, is defined as the ratio

between the number of electrons6 emitted at the photocathode and the number of in-

cident photons; it is a characteristic of the photocathode material and is related to Sk.

The typical PMT gain is G ' 1 · 106 at a high-voltage value of VHV = 900 V (maximum

safe VHV is 1000 V). The R7400 typical rise time is 0.78 ns and the transit time is 5.4 ns

(definitions for the mentioned properties can be found in [94]).

5.4.2 PMT Readout

The PMT output (anode) signal is shown in Fig. 5.9 (top waveform); it has a

roughly triangular shape with the same rise time as the PMT (0.78 ns average) and

a fall time about twice this. At VHV = 900V, corresponding to an average gain of

1.0 · 106, the output charge is about 240 fC and is represented by a negative peak volt-

6One can refer to such electrons as photoelectrons.
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age of 10 mV over a 50 Ω resistance. In order to benefit from the fast PMT response,

the 8-channel NINO ASIC [97] is used as discriminator; this chip, originally developed

for the output signal of multigap resistive plate chambers, has a differential input and

an intrinsic time resolution of 50 ps. Two readout options are under consideration for

the PMT-NINO coupling:

• the PMT output signal is sent to a current amplifier with differential output be-

fore reaching the NINO;

• the PMT is directly connected to the NINO.

In the former solution the amplification stage is based on a 24-channel (customised)

printed circuit, originally designed for the NA62 RICH prototype photon detector

readout system, but radiation hardened; the number of channels is optimised to cou-

ple with a board containing three NINO ASIC chips. The latter solution is feasible

only if the standard Hamamatsu high voltage divider is replaced with a customised

printed circuit board with differential anode output. The NINO chip will operate in

Time-Over-Threshold (TOT) mode and its Low Voltage Differential Signal (LVDS) output

will be sent to a 128-channel Time to Digital Converter (TDC) module, working in a trig-

ger matching mode. The TDC module contains four High Performance Time to Digital

Converter (HPTDC) chips for precise time tagging of electronics signals. Both the lead-

ing and trailing edges of the LVDS output will be recorded providing information on

the width of the PMT output signal.

5.5 Validation of the CEDAR PMT

In preparation for the test beam a preliminary test programme was set up at CERN

in order to investigate PMT time performances and readout coupling. In the experi-

mental setup, shown in pictures 5.6 and 5.7, a laser produced light pulses in the wave-

length region of ∼ 105 nm, with a Full Width at Half Maximum of ∼ 50 ps and a re-

petition rate of 5 MHz (chosen in the available range from the single shot to 80 MHz).

The light was then attenuated with an optical filter of (80÷ 20)% transparency and

collected with a PMT HAMAMATSU R7400/U-03 series. A (Keithley SourceMeter) was

used as a HV power supply for the PMT and a (LeCroy LC574AL) digital oscilloscope

(with 1GHz, four channels, capable of a maximum effective sampling rate of 1 GS/s

and MATACQ performances) was employed as Analogic to Digital Converter (ADC)
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to acquire and analyse the analogical anode signal. The test was organized in several

steps, each of them focusing on a CEDAR specific key point.

Figure 5.6: Left side: Dark box, Laser control system and HV power supply. Right

side: ADC sampling oscilloscope.

Figure 5.7: Experimental setup at CERN.

5.5.1 Dark current

Even in total darkness, a relatively small electric current can be detected at the

anode of a PMT: this is called dark current. The major source is the thermionic emis-

sion from the photocathode and the dynodes. The dark current depends on the com-

position of the photocathode and dynodes and obviously varies with the gain, giving

a considerable contribution in the high gain working region. Even though the dark

current is specified by the manufacturer in the datasheet [96], it can change over the

time depending on the use, the supply voltage applied and the exposure of the pho-
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tocathode to the light. Therefore it is mandatory to check the dark current each time a

PMT is turned on.

Figure 5.8: HAMAMATSU specification: Anode Dark Current versus the supply voltage

applied, each trend corresponding to a different PMT of the R7400/U series [96].

The dark current is measured using the PMT output signal when there is no light

impinging on it. To this end, a light tight housing was needed. The dark box (Fig. 5.6)

used during the test had a removable side plate allowing for the assembling of the

equipment. Once the PMT was in the dark box the anode current was measured using

the following formula 5.4:

ID =
Vmean ± VRMS

2
Rtrans

, (5.4)

where Rtrans = 50 Ω; Vmean is the average DC voltage over one sample set and it

corresponds to the dark current of the tube; VRMS is the average fluctuation of the

signal and is related to the error associated to the mean voltage.

The dark current was evaluated at different values of the supply voltage applied

to the PMT and results were found to be compatible with the specified values in the

datasheet. Figure 5.8 shows how the anode dark current is expected to vary with
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the supply voltage according to the manufacturer specifications. The measured dark

current at the PMT working region (HV = 900 V) was ID = 0.20± 0.02 nA; looking at

Fig. 5.8 the value is within the corresponding manufacturer specification.

5.5.2 Single photoelectron Response (SER) and Spectrum (SES)

The CEDAR photodetector must be able to perform single photon counting, that is

detecting individual photo-electrons. According to the manufacturer, HAMAMATSU,

the PMTs used in this thesis are especially optimised for single photon counting appli-

cations in which single photo-electron pulses are well separated in time. To allow the

single photo-electron detection, optical filters were used to attenuate the light source.

Using the same experimental setup, as in Fig. 5.7, the next step was to turn on the

laser, with low intensity.

5.5.2.1 SES measurement process

The SES is defined as the amplitude distribution of single photo-electron pulses.

The secondary electron emission process, happening at the dynodes, has a stochastic

nature affecting the SES and inferring very large amplitude fluctuations. With a min-

imum level of illumination, such that the probability of more than one photo-electron

being emitted at the photocathode is very small one obtains SER anode signals and

can achieve a SES measurement by calculated the anode charge, integrated over a

fixed time window. The procedure was to measure the area, A, in pV × sec, of the re-

gion defined by the PMT anode signal (top waveform in Fig. 5.9) and divide it by the

product of the impedance Rtrans = 50Ω and the acquisition time window ∆T = 10ns

according to the equation (5.5):

Q =
∫

Idt =
∫ A

Rtrans.∆T
dt· (5.5)

The anode charge distribution (spectrum) was then displayed and acquired, as shown

by the oscilloscope snapshot (bottom distribution) in Fig. 5.9.

To check if the experimental setup was really producing a SES measurement for the

PMT under study, the spectrum was analysed according to the following procedure.

The photon emission is a random process: both fluctuations in the number of photons

striking the cathode and the number of emitted photo-electrons can be described with

a poisson distribution if the PMT input system collection efficiency is uniformly dis-

tributed over the whole cathode surface, which is the case for the PMTs used in this
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Figure 5.9: Digital sampling oscilloscope snapshot (time scale 5ns/div): PMT anode

signal (top waveform, voltage scale 10mV/div), laser signal (central waveform, volt-

age scale 1V/div), anode charge spectrum (bottom distribution) and fixed time win-

dow for charge integration (10ns).

thesis. It is then possible to work out an analytical condition for the SES spectrum to

be fulfilled. Indicating with:

P(N) =
µNe−µ

N!
the probability to have N emitted photo-electrons, where µ is the mean parameter of

the distribution, it is a fair approximation to ask for a SES spectrum which satisfy the

condition P(2)
P(1) < 5%. This condition implies µ

2 < 5%, where the µ parameter can be

easily worked out when considering the equation P(0) = e−µ. The probability P(0) to

have zero photo-electrons events is directly evaluated from the spectrum as the ratio

between the number N(0) of zero photo-electrons events (pedestal entries) and the

total number NTOT of events (total entries). Using this expression for the parameter:

µ = −ln N(0)
NTOT

, one has −ln N(0)
NTOT

< 10% which results in the analytical SES condition:

N(0) ∼ 90%NTOT · (5.6)

5.5.2.2 Data collection and results

The PMT was set to a gain value of 106 and data were collected using several opti-

cal filters of different transparency: 80%, 50%, 20% . The PMT anode charge spectrum
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for different values of the light attenuation is shown in Figs. 5.10 (a), (b) and (c). It is

clear that the ratio N(0)
NTOT

is getting bigger as more light is filtered. Looking at Fig. 5.10

(c) the analytical SES condition, eq. (5.6), is met when the laser is strongly attenuated

with a 20% filter. This spectrum (SES), shown again in Fig. 5.10 (d), is zoomed in the

SER region by eliminating pedestal entries; the integral of SER events (noticable in the

plot legend) is found to be ∼ 10% of the total entries.

(a) Filter 80%− > N(0)
NTOT

∼ 50% (b) Filter 50%− > N(0)
NTOT

∼ 80%

(c) Filter 20%− > N(0)
NTOT

> 90% (d) Single photoElectron Spectrum

Figure 5.10: PMT anode charge spectra measured at a gain of 106 (VHV = 900 V) for

different values of the light attenuation.

The SER event peak, in Fig. 5.10 (d), is well separated from pedestal events. Con-

sidering the PMT anode signal as a gaussian and relying on the fact that the PMTs

used are low noise devices, a gaussian fit to the SER peak was performed. The fit pa-

rameters (mean and sigma) are shown in the plot legend in Fig. 5.10 (d), which gives

Q(SER) = (0.07± 0.04) pC. This is compatible within ∼ 2 sigma with the expectation

value for the PMT anode charge response Q to the emission of a single photo-electron
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of charge qe = 1.6 · 10−19 C at a gain value of G = 1.0 · 106 [94]:

Q = qe × G ∼ 0.16 pC .

5.5.3 Time resolution

The CEDAR photodetector must achieve a time resolution of ∼ 100 ps. The kaon

time resolution (σT,K) is proportional to the single photo-electron time resolution (σT,γ),

according to the relation [98]:

σT,K =
σT,γ√

Nγ
, (5.7)

where Nγ is the number of photo-electrons detected per kaon. In the next chapter, with

the help of a MonteCarlo simulation to describe the CEDAR photodetector layout, the

kaon tagging requirement will be fixed at a minimum value of Nγmin = 9. Therefore,

to get the aimed σT,K from the equation (5.7), the σT,γ should not exceed 300 ps at the

chosen working supply voltage.

5.5.3.1 Time Resolution measurement process

The σT,γ corresponds to the PMT time resolution7 and is defined as the Full Width

at Half Maximum (FWHM) of the transit-time distribution for identical light pulses

striking the same part of the photocathode8. Under the assumption of a transit-time

distribution approximately gaussian, with standard deviation σR, the PMT time reso-

lution can be evaluated as:

σT,σ ' 2.36σR · (5.8)

It is positively correlated to 1/√nk,i, where nk,i is the number of electrons in the anode

charge pulse, thus improves when increasing the supply voltage applied to the PMT.

To get the time distribution of SER events, the delay (∆T − ∆t), indicated in Fig. 5.9,

between the laser signal (used as a trigger signal), ∆T, and the anode signal, ∆t, was

recorded and plotted. A gaussian fit to the peak allowed to determine the standard

deviation, σR, of the SER time distribution; the σT,γ is obtained from the equation 5.8.

5.5.3.2 Data collection and results

Figures 5.11 show two SER time distributions corresponding to different supply

voltage values: (a) VHV = 800 V and (b) VHV = 900 V. A gaussian fit to the peaks

7The R7400 typical PMT time resolution or transit time jitter is 0.28 ns.
8The transit time can change depending on which part of the photocathode is illuminated.
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(a) (b)

Figure 5.11: PMT response time distributions with a 20% light attenuation optical filter

at VHV values: 800 V, 900 V.

allowed to determine the standard deviation of the SER time distributions, indicated

with “sigma” in the figure label; the σT,γ is obtained from the equation 5.8 by replac-

ing σR with “sigma”. The SER time distributions show how the standard deviation

is getting smaller, as well as the PMT time resolution, as VHV increases, which con-

firms the dependence mentioned above. The values σT,γ ' 495 ps and σT,γ ' 440 ps

are calculated using σR = 210 ps and σR = 186 ps corresponding to VHV = 800 V

and VHV = 900 V, respectively. Both σT,γ values are found to be greater than 300 ps;

time slewing corrections, expected to get the peak narrower, are not applied yet. The

results are in agreement with previous SER time resolution measurements, without

time-slewing corrections, performed by the NA62 RICH detector working group with

the same PMTs [95].

5.5.4 Results and conclusions

HAMAMATSU R7400/U-03 PMTs “specially selected for photon counting applications”

[96] are indeed powerful devices for Single photoElectron Response (SER) measure-

ments:

• The dark current contribution, including thermionic emission and leakage cur-

rent, is within the manufacturer specification.

• SER peak, Fig. 5.10 (d), is well separated from pedestal events. Considering the

PMT anode signal as a gaussian and relying on the fact that the PMTs used are
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low-noise devices, a gaussian fit to the SER peak gives a charge value Q(e) =

(0.07± 0.04) pC. This is to be compared with the PMT anode charge response Q

to the emission of a single photoelectron of charge qe = 1.6 · 10−19 C at a gain

value of G = 1.0 · 106 [94]:

Q = qe × G ∼ 0.16 pC .

A consistency within 2σ is observed.

• The SER time resolution is dependent on the supply voltage applied to the PMT,

improving at high values. The values σT,γ ' 495 ps and σT,γ ' 440 ps are calcu-

lated, from eq. (5.8), using σR = 210 ps and σR = 186 ps obtained in the previous

section and corresponding to VHV = 800 V and VHV = 900 V, respectively. Both

σT,γ values are in good agreement with SER time resolution measurements, with-

out time-sleewing corrections, made by the NA62 RICH detector working group

with the same PMTs [95].

As a first approximation, a good σT,γ is achieved for VHV = 900 V, which corresponds

to a gain value of G = 1 · 106 and to the optimal working supply voltage value speci-

fied in the datasheet [96].

5.6 Montecarlo Simulation for the CEDAR PMT

The CEDAR detector is required to achieve a kaon tagging efficiency of at least

95% with a time resolution of at least 100 ps. The kaon tagging efficiency is defined as

the number of kaon events satisfying a given tagging condition and normalised to the

total number of kaon events. The tagging condition is subject to definition criteria not

strictly fixed yet and it can change according to trigger purposes and the type of PMTs

and gas used. The above criteria are:

• the number NS of hit spots per kaon event must be above the minimum number

NS required for the Cherenkov ring reconstruction. Any simple algorithm for the

ring reconstruction suggests this number to be NS = 3. Nevertheless, the test run

in 2006 with the CEDAR “West” counter - filled with nitrogen and equipped with

standard CEDAR PMTs - have pushed the requirement up to the value NS = 6 in

order to render negligible the contributions coming from gas scintillation, PMT

dark counts and pion light rings.
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• the number Nγ of photo-electrons detected per kaon event must be above the

minimum number Nγ required to achieve a kaon time resolution of σT,K ∼ 100 ps.

According to Eq. 5.7, given a time resolution on single photon detection of 300 ps,

the kaon crossing time will be measured with a resolution of 300 ps/
√

Nγ, where

Nγ is the number of detected photo-electrons per kaon. This implies the require-

ment Nγ = 9.

The single photon rate, 4 MHz/mm2, implies several limitations on photodetector

performances involving event pile-up, dead time, anode current and smearing effects

on the readout system. The single photon rate affects the number of detected pho-

tons per kaon; the real kaon detection efficiency obviously depends on it. A simula-

tion based on a toy Montecarlo was developed to study all these contributions and

to predict the configuration of PMTs necessary to optimize the CEDAR photodetector

performance.

5.6.1 Number of photo-electrons

The number of Cherenkov photons emitted from the kaon particle passing through

the radiator is of order of∼ 200 photons [93]. The number of detected photons (photo-

electrons) depends on a quality parameter N0 which can be factorized in several con-

tributions coming from the optical system (mirror reflectivity, medium transparency,

photon collection efficiency and geometrical acceptance) and above all from the pho-

todetector choice (quantum efficiency which will depend on the photon energy). Mon-

teCarlo simulations on existing CEDAR applications within the NA62 experiment at

CERN [93] had determined the distribution of the total number of photo-electrons seen

on the photodetector plane per kaon event (Fig. 5.12).

Those photons were generated according to:

• Cherenkov radiation trajectory cosθc = 1/βn;

• Frank Tamm equation dN
dλ = N0 · L · sin2θc with N0 = 370 eV−1, as mentioned in

Sec. 5.2;

• wavelength ∼ 1/λ2 in the range [2000, 6000] Å, hence ∆E = 4.13 eV;

• QE of PMT as a function of λ (see Fig. 5.13).

Further simulation studies on the new CEDAR optical system [98] quote a factor of

80% that must be applied to the number of photons impinging the photodetector plane
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Figure 5.12: Number of photo-electrons seen per kaon event: plot taken from a Mon-

tecarlo simulation on the existing CEDAR [93].

Figure 5.13: Photodetector Quantum Efficiency (QE) as a function of emitted photon’s

Cherenkov wavelengths.

to take into account the total acceptance of the new optical system. Moreover, it was

proved that the light coming from each spot is not uniformly distributed on the pho-

todetector plane, but mostly concentrated in the central region of the spot, as shown

in Fig. 5.14.
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Figure 5.14: One-Spot light distribution on the X-Y photodetector (PMT) plane.

5.6.2 Toy Montecarlo inputs

The development of the parametric model starts reproducing the time distribution

of kaons on the beam line. Assuming an exponential probability density function

f (t) =
1
τ

e−t/τ ,

the “Inverse function” Montecarlo method is applied to evaluate the time intervals

∆ti = −τln(ui) ,

where ui are numbers randomly generated and τ is the inverse of the exponential

distribution frequency (i.e the kaon rate): τ = 1
50 MHz ' 20 ns.

The kaon time distribution is generated according to the following procedure:

t0 = 0, t1 = ∆t1, t2 = ∆t1 + ∆t2, ..., tN =
N

∑
i=1

∆ti

and plotted in Fig. 5.15.

The number of photons Nγ is generated for each kaon according to:

• QE as a function of the kaon’s emission wavelength (Fig. 5.13);

• the distribution of the number of photo-electrons seen per kaon event (Fig. 5.12);

• 80% factor to include optics acceptance.
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Figure 5.15: Kaon arrival time distribution.

Figure 5.16: One-Spot light distribution on the X-Y photodetector plane: a matrix of

30 PMTs allows to define different sized regions of light collected by PMTs.

Those photons are then uniformly distributed among the eight spots. To reduce the

photon rate over the spot a photodetector layout with a 6× 5 matrix of R7400/U-03

PMTs is proposed.

As shown in Fig. 5.16 the suggested PMT layout does not provide the photon collec-

tion at the borders of the spot. Although this choice implies a light loss of ∼ 1%, it

consistently helps to spread the light distribution on the PMT X-Y plane. The number

of PMTs collecting photons from the high intensity light region (central part of the spot

in Fig. 5.16) is such that the photon (photo-electrons) rate on single PMT is ≤ 5 MHz

everywhere on the spot.

Due to the non uniform light distribution on the spot the single PMT rate is now de-
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Figure 5.17: Photon arrival time distribution for PMTs collecting light from the border

(a) and the central (b) parts of the spot.

pendent on the PMT X-Y position on the PMT plane: ranging from R1 = 1/τ1 ' 2

MHz for PMTs situated on the border side (Fig. 5.17 (a)) to R2 = 1/τ2 ' 5 MHz for

PMTs situated in the centre of the spot (Fig. 5.17 (b)).

5.6.3 Pile-up inefficiency

Assuming that a single PMT gives a single hit even if more than one photon im-

pinges on it, the actual number of hits per kaon event is smaller than the number of

photo-electrons considered so far (see Fig. 5.12). The probability to have photons over-

lapping on PMTs (pile-up) within the same kaon event is shown in Fig. 5.18.

Figure 5.18: Pile-up photons on PMTs within the same kaon event.

Approximately ∼ 78% of kaons show pile-up on at least one PMT which means that

∼ 78% of kaons lose at least one photon.
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Similarly a single PMT gives a single hit even when more than one photon im-

pinges on it within a certain time interval (dead time). Hamamatsu R7400/U-03 PMTs

were tested and their parameters put in the parametric model; their dead time is fixed

at TD = 20 ns in order to cover for:

• PMT Transit Time = 5.4 ns (see Sec. 5.4.1);

• Stretching Time = 11 ns introduced by the NINO to allow TDC time measure-

ments; 9

• Anode signal Time Over Threshold (TOT) ' few ns.

The probability to have photons coming from different kaons and overlapping on

PMTs (pile-up) within TD is shown in Fig. 5.19:

Figure 5.19: Pile-up photons on PMTs within the dead time.

Approximately∼ 58% of kaons show an inefficiency in at least one PMT, which means

that ∼ 58% of kaons lose at least one photon.

Both pile-up effects cause a decrease in the number of PMT hits per kaon, which is

plotted in Fig. 5.20 and has to be compared with the one in Fig. 5.12.

5.6.4 Photon collection efficiency

Both pile-up photons on PMTs within the same kaon event and with a ∆T ≤ TD

are considered as inefficiency. Both pile-up photons on PMTs with a ∆T > TD and

NO pile-up photons are considered as “Good”, each of them indeed corresponding to

a single PMT hit. The values reported in Tab. 5.2 are evaluated with respect to the total

number of produced photons.
9This time was measured in NINO applications within the NA62 RICH detector [95].
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Figure 5.20: Number of photo-electrons detected per kaon event.

Inefficient Photons Pile-Up/same Kaon event Pile-Up with ∆T ≤ TD

∼ 7% ∼ 8%

“Good” Photons Pile-Up with ∆T > TD No Pile-Up

∼ 5% ∼ 80%

Table 5.2: Photon collection efficiency.

5.6.5 PMT anode current

The average/peak anode current for Hamamatsu R7400/U-03 PMT is limited to

0.1 mA [96]. This is directly dependent on the photo-electron rate (peRate) on single

PMT and indirectly dependent on the PMT working supply voltage. As a result of the

previous chapter, high gain values are needed to optimize photodetector single count-

ing performances such as a good separation between SER and pedestal event peaks,

as well as a reasonably small time resolution. Indeed a gain value of 1 · 106, correspon-

ding to VHV = 900 V, is choosen to mostly achieve the desired CEDAR photodetector

requirements. The anode current is evaluated using the relation:

Average/Peak Anode current α peRate/mm2 × q(pe)· (5.9)

The rate peRate/mm2 is calculated using the maximum possible value of ∼ 5 MHz

obtained in the central regions of the spot (Fig. 5.17) and dividing it by the size of

the central light collection regions. The anode charge due to a photoelectron q(pe)

can be calculated by the equation: q(pe) = 1pe × G × qe, using the electron charge

qe = 1.6 · 10−19 C and a gain value G = 1 · 106. The anode current value is evaluated

from Eq. 5.9 and a value of ' 0.8 µA is obtained. This value turns out to be orders
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of magnitude smaller than the maximum sustainable value of 0.1 mA quoted in the

manufacturer specifications [96].

5.6.6 Limitations of the PMT readout system

The photodetector readout system illustrated in the Sec. 5.4.2 includes HPTDC

chips for the time measurements [99]. Each HPTDC has a maximum bandwith avail-

able of 40 MHz and inefficiencies are present if information is collected at rates higher

than 1 MHz. The architecture of the data driver can be summarized in the following

key points:

• Information from 8 channels (8 PMTs) are stored in a common latency buffer so

that, in theory, the maximum bandwith available per HPTDC channel is ∼ 40

MHz/8 = 5 MHz.

• In practice, a probability of hit loss can already be observed for rates above 1

MHz, the reason for it is mainly due to the channel occupancy.

• The channel occupancy is given by a buffer of 4 memory locations; when the

buffer is full and a new hit arrives, it is simply ignored.

• For CEDAR purposes both leading and trailing edge measurements will be per-

formed, which means that one hit (one photon) will occupy two locations in the

buffer and one HPTDC channel (one PMT) will be full (busy) after only two pho-

tons have impinged on it.

• If fewer than 8 channels are occupied (per each group of 8 HPTDC channels),

the maximum bandwith available per HPTDC channel increases; in particular,

choosing the first channels per each group helps data to flow quicker.

• The hit loss probability also depends on the correlation between hits, increasing

for correlated hits on HPTDC channels.

Tests were made at the “University of Pisa” (Italy) by myself and local researchers

in order to measure the hit loss probability, for correlated hits on HPTDC channels,

using a different number of HPTDC channels at different hit rates. Test results are

reported in Tab. 5.3. The only possibility for the photodetector readout to stand an

average rate of ∼ 5 MHz, with relatively small (∼ 1%) hit losses, is by connecting to
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Hit Rate[MHz] #2 channels #3 channels #4 channels

1 No Hit Loss No Hit Loss No Hit Loss

2 No Hit Loss No Hit Loss No Hit Loss

3 No Hit Loss No Hit Loss No Hit Loss

4 1% 1% 10%

5 1% 10% 20%

Table 5.3: Hit loss probability values measured with different numbers of HPTDC

channels at different rates; the results are evaluated with respect to ∼ 100 hits so that

“No Hit Loss” means < 1%.

PMTs only 2 channels per each group of 8 HPTDC channels. This implies doubling

the readout electronic system and it will be mandatory in order to minimize the con-

tribution coming from this kind of inefficiency.

A hit loss probability value of ∼ 1% is also considered, as an upper limit, for uncorre-

lated hits on HPTDC channels. The number of PMT hits per kaon event, after applying

both inefficiencies for correlated and uncorrelated hits on HPTDC channels at 5 MHz,

is shown in Fig. 5.21.

Figure 5.21: Number of photo-electrons detected per kaon event.

This distribution, together with the number of hit spots per kaon event (Fig. 5.22) will

be used in the next section to evaluate the kaon inefficiency.

5.6.7 Kaon inefficiency

The kaon tagging inefficiency is defined as (1− εK), where εK is the kaon tagging

efficiency introduced in Sec. 5.6. Kaon tagging inefficiency values for different NS and
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Figure 5.22: Number of hit spots per kaon event.

Nγ thresholds are evaluated with the Montecarlo and reported in Tab. 5.4. For each Nγ

AND Nγ ≥ 8 Nγ ≥ 9 Nγ ≥ 10 Nγ ≥ 11

σT,K ' 106ps σT,K ' 100ps σT,K ' 95ps σT,K ' 90ps

NS ≥ 3 (3.05± 0.17) (6.64± 0.26) (1.45± 0.04) (2.74± 0.05)

×10−3 ×10−3 ×10−2 ×10−2

NS ≥ 4 (3.19± 0.18) (6.74± 0.26) (1.46± 0.04) (2.75± 0.05)

×10−3 ×10−3 ×10−2 ×10−2

NS ≥ 5 (6.02± 0.24) (9.01± 0.29) (1.63± 0.04) (2.87± 0.05)

×10−3 ×10−3 ×10−2 ×10−2

NS ≥ 6 (3.19± 0.06) (3.34± 0.06) (3.83± 0.06) (4.77± 0.07)

×10−2 ×10−2 ×10−2 ×10−2

NS ≥ 7 (1.609± 0.012) (1.613± 0.012) (1.627± 0.012) (1.663± 0.012)

×10−1 ×10−1 ×10−1 ×10−1

NS ≥ 8 (5.305± 0.016) (5.305± 0.016) (5.306± 0.016) (5.311± 0.016)

×10−1 ×10−1 ×10−1 ×10−1

Table 5.4: Kaon identification inefficiency values for different definition criteria of in-

efficient kaon events.
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value the corresponding kaon time resolution is calculated using the equation (5.7):

σT,K =
σT,γ√

Nγ

where σT,γ is the single photon time resolution of ∼ 300 ps measured for HAMA-

MATSU R7400/U-03 PMT.

5.6.8 Contamination to the kaon identification

Photodetector thermal noise (dark count) could in principle contribute to the kaon

identification giving spurious coincidences. Comparing with the intrinsic kaon rate

RK ∼ 50 MHz, Hamamatsu R7400/U-03 PMT has an extremely low typical dark count

rate of Rdark ∼ 80 Hz at the typical gain value of 106 [96]. Even so, any possible

contribution to the kaon identification inefficiency and the kaon rate is considered.

The probability to lose a photon coming from a kaon because it impinges at the

same time with a dark noise photon on the same PMT, within a time T ≤ TD ns, can

be evaluated analytically as the ratio of Rdark/RK ∼ 2× 10−6.

The probability to have a spurious concidence of dark noise photons that simulates

a kaon event is shown in Fig. 5.23. The implementation of dark-dark events coinci-

dences, within the single photon time resolution of σT,γ ' 300 ps, results in 12 double

coincidences found out of 106 dark photons, which corresponds to a probability of

∼ 5× 10−6, while no multiple dark coincidences are found.

Figure 5.23: Dark photon event coincidences: the first bin is filled if a double coinci-

dence is found.

Considering a data acquisition rate of ∼ 1 MHz and recording events for a 75

ns period (readout time window), the probability to have dark photons within the
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readout time window is shown in Fig. 5.24. Only 6 dark photons are found in 2000

readout time windows which corresponds to a contribution of order of ∼ 0.3% to the

total rate in the readout system.

Figure 5.24: Dark photon events within readout time windows.

As a result, for CEDAR purposes the dark noise rate gives a negligible contribution.

5.6.9 Conclusions

The CEDAR detector to be used in the near-future NA62 research programme is re-

quired to achieve a kaon identification efficiency of at least 95% with a time resolution

of at least 100 ps. The original CEDAR light spots will be exposed to a very high pho-

ton rate and existing photomultipliers are unsuitable for CEDAR requirements and

need to be replaced.

A MonteCarlo simulation has been developed to study the optimal configuration

for the CEDAR photodetector. A proposed solution is a matrix of HAMAMATSU

R7400/U-03 PMTs collecting the light at each spot. Due to the non-uniform light dis-

tribution on the PMT plane, a new optical system and a careful design of light collec-

tion cones is addressed. This solution helps to spread the photon rate over the spot

and to reduce the photon flux at each PMT to ∼ 5 MHz, keeping the PMT anode

current within a safe limit. Despite that, the photon rate implies several limitations

on photodetector performances. Inefficiencies coming from event pile-up in PMTs

and smearing effects in the HPTDC readout system decrease the number of photo-

electrons detected per kaon, contributing to the kaon identification inefficiency. Such

contributions are studied in the MonteCarlo simulation and the number of detected

photo-electrons and hit spots per kaon event, after applying such inefficiencies, are
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shown in Figs. 5.21 and 5.22. The inefficiency values reported in Tab. 5.4 indicate that

it is feasible to require up to 6 spots in coincidence to 11 PMTs as a kaon tagging con-

dition, ensuring a kaon identification efficiency of ∼ 95% and a kaon time resolution

σT,K ≤ 100ps. Any possible contribution coming from photodetector thermal noise

(dark count) is also studied in the MonteCarlo simulation and verified to be negligi-

ble.

Future improvements will involve:

• Simulation of Cherenkov photons emitted by the pion component of the beam.

The CEDAR is supposed to be insensitive to pion Cherenkov light rings, but

pions are the dominant particles of the beam. For this reason it is mandatory to

check that the kaon mis-identification probability is negligible.

• Rate tests on the electronic readout chain (NINO+HPTDC). Similarly to the test

made in Pisa, they will be performed to investigate limitations of the complete

PMT readout system.

• Development of a Geant4 simulation for the CEDAR within the final Geant4

global simulation called NA62MC.
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Chapter 6

The CEDAR test beam at CERN

In October 2011 a test beam with a CEDAR “West” counter was performed at

CERN. The first task was to become familiar with the operation of the actual CEDAR

(identified as WEST-01) to be used in NA62. Then, detailed measurements were made

of new hardware and electronics designed specifically for NA62 to operate at high

beam flux.

The test was organised in three phases. First, the CEDAR detector was installed

with its standard PMTs and readout system. Once all the alignment procedures had

been carried out, PMT efficiencies were measured and a pressure scan was performed

so that the velocity (and hence the mass) resolution of the detector could be observed.

Next, the new front-end and read-out electronics were installed and independent mea-

surements with the standard CEDAR PMTs (EMI 14 dynodes) were made. Finally, one

of the standard PMTs was replaced with an assembly of three of the new PMTs speci-

fied for NA62 and further investigations were carried out, including measurements of

time distributions for the PMT response.

6.1 Phase 1 - Operation with standard components

6.1.1 Installation

The CEDAR was installed on the H6 beam line (left picture in Fig. 6.1) in building

887(EHN1) located in the North Area. Some manual adjustment was required to align

the optical axis of the CEDAR with the beam axis. This was achieved by lowering the

nose by about 5 mm with a jack.
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6.1.2 Experimental Layout

PMT

PMT

Front-End and 
Read-Out System

DAQ PC Rack

Experimental Area

Beam

TOP VIEW

Beam

HV Supply
Beam

Scintillator
Beam

Scintillator

SIDE VIEW

Ethernet cable ~3m

Control Room
~ 40m away

CEDAR

CEDAR

Figure 6.1: Left: CEDAR counter (white rectangular box) positioned on the H6 beam

line. Right: schematic layout used for the CEDAR test beam (top view, side view, not

to scale).

The experimental layout is shown in Fig. 6.1 (right). In the final set-up, the new

front-end and read-out electronics were placed close to the detector to reduce time de-

lays. The PC for data acquisition was positioned at a safe distance from the beam line

and connected by a 100 m ethernet cable to another PC located in the control room.

Scintillators were placed at either end of the CEDAR to provide the trigger and mea-

sure the beam particle flux. In the first phase, the experimental set-up comprehended:

Scintillators The signal coincidence of the two beam scintillators was used as a strobe

input for the coincidence of PMT signals.

Photomultiplier Tubes Eight standard CEDAR PMTs were screwed onto the eight

quartz windows at the exit of the CEDAR.

Discriminator The signals from the 8 PMTs were shaped by fast discriminator mod-

ules1 operating at low threshold before being split into two: one for measuring

coincidences and one for system diagnostics.
1A discriminator module is a device generating logic pulses (hig-low level) in response to analog

input signals exceeding a certain threshold.
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Coincidence module One set of PMT signals was sent to a logic unit, which could

provide three levels of coincidence (sixfold, sevenfold and eightfold). The counts

of each level of coincidence were used to evaluate the average number of photo-

electrons (NPE) seen by the PMTs (see Sec. 6.1.3).

Scaler counter The other set of PMT signals was sent to a coincidence module strobed

with the beam scintillators coincidence signal. The output, i.e. the coincidence

between signals from each PMT and the beam scintillators, was recorded on 8

scaler counters2 to extract information on single PMT efficiencies, which are de-

fined as the number of the above coincidence signals normalised to the total

number of signals from the beam scintillators.

In the first phase, both control of the CEDAR and data acquisition were achieved with

the standard interface, “CESAR” [93], integrated into the main SPS software for the

beam monitoring and control. This software was used for fine tuning of the CEDAR

alignment (Sec. 6.1.4), for measuring PMT efficiencies (Sec. 6.1.3) and performing the

pressure scan (Sec. 6.1.5); such software will not be available in future and it will be

replaced.

6.1.3 Individual PMT Efficiencies

A measurement of individual PMT efficiencies can be performed by setting the gas

pressure to detect a certain particle and by comparing the number of PMT counts, i.e.

PMT output signals in response to photons, with the particle ratio expected from the

beam composition. It is recommended to perform the above measurement with the

CEDAR set at the nominal value of gas pressure corresponding to the most abundant

particle in the beam, so that the measurement is less affected by statistical fluctua-

tions and tails of Cherenkov light distributions from other particles in the beam. PMT

counts are normalised to the number of triggers recorded by the scintillators. If the

beam composition is known, the PMT counting efficiency is given by:

PMT counting efficiency =
PMT hits / 100 triggers
beam fraction of particle

. (6.1)

Individual PMT counting efficiencies are dependent on:

· The spectrum of Cherenkov light transmitted through the CEDAR quartz win-

dows;
2A scaler counter is a device counting pulses occurring too rapidly to be recorded individually. It

operates by grouping them into bunches of a pre-definite number of pulses.
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· The geometrical acceptance of the light-guide channelling light onto the PMTs;

· The quantum efficiency of the PMT as a function of the wavelength.

Tab. 6.1 shows the results of measurements made after setting the gas pressure on

the proton peak. The PMT counts (first row), normalised to the number of triggers,

are expressed as a percentage. Calculations based on empirical data [86] show that

the expected proton beam fraction at the source is 0.226. Taking into account the pion

and kaon lifetimes, the expected proton fraction at the CEDAR, 500 m downstream, is

0.2573. The PMT counting efficiencies (Tab. 6.1, second row) are calculated assuming

this beam fraction, so 25.7 PMT counts per 100 triggers would imply 100% PMT count-

ing efficiency. The uncertainty assigned to those efficiencies is dominated by a ∼ 2%

systematic error due to a non correct PMT equalisation and evaluated as the spread

between the farthest measurements.

Appendix B describes how the measured efficiencies can be related to the number

of photo-electrons produced per particle (reported in Tab. 6.1, third row). It can be

shown that, if η is the PMT counting efficiency, the mean number of photo-electrons

in this PMT per particle, φ, is given by:

φ = − ln(1− η). (6.2)

If all PMTs can be assumed to have identical efficiencies, then appendix B describes

an alternative method which can be used to calculate the average efficiency based on

the ratios of 6-fold and 7-fold to 8-fold coincidences. The relative efficiencies are also

useful for the alignment procedure described below.

Ch 0 Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7

PMT counts (%) 21 21 21 23 19 22 21 22

PMT Counting Efficiency 0.82 0.82 0.82 0.90 0.74 0.86 0.82 0.86

Mean number of photo-electrons 1.71 1.71 1.71 2.27 1.35 1.95 1.71 1.95

Table 6.1: PMT counts, counting efficiencies and derived number of photo-electrons

per proton per PMT. The acquisition corresponds to the CEDAR aligned with the aper-

ture width, wD, set at 8 mm.
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Figure 6.2: Standard “CESAR” software interface screenshot: (left-up side) counting

rates for eight standard PMTs written on white boxes which are displaced in circle;

counting rates for four grouped PMTs written on yellow boxes arranged on an inner

circle; (left-down side) indicators for 6-, 7- and 8-fold coincidence rates; X-Y positions

of the nose, diaphragm width, gas pressure; controls for the CEDAR alignment. In the

right side of the screenshot a typical printout of the alignment procedure is showed;

the CEDAR was set on the pion pressure and the counting rates ((55÷ 68)%) reflect

the pion fraction in the beam.

6.1.4 Alignment

The alignment system, as described in the CERN Yellow Report [93], allows the

position of the nose of the CEDAR to be moved in x and y directions with an accu-

racy of 0.01 mm, corresponding to an angular resolution of 2.3 µrad. As a measure

of the alignment, the “CESAR" software interface (Fig. 6.2) provides grouped count

rates: up (U), down(D), left (L) and right (R), each calculated as the sum of two PMTs

normalised to the average of all. The alignment procedure consists in equalising the

ratios R/L and U/D with the diaphragm wide open, then reducing the width, wD, of

the diaphragm aperture and adjusting the alignment in order to reproduce the same

3The number of a given type of particle of mass mi and lifetime τi remaining after x m is computed

as Ni(x) = Ni(0) exp(−xmi/pcτi)
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values of R/L and U/D ratios as with the diaphragm wide open. The CEDAR align-

ment gets more and more difficult as the diaphragm is narrowed. The alignment was

considered successful as the ratios R/L and U/D at wD = 1 mm were compatible with

those corresponding to a wide open diaphragm, wD = 8 mm. Tab. 6.2 shows the PMT

counts as measured after the CEDAR alignment achieved at wD = 1 mm; with such

narrow diaphragm aperture the amount of light collected by the PMTs is lower and so

are the PMT counting efficiencies.

Ch 0 Ch 1 Ch 2 Ch 3 Ch 4 Ch 5 Ch 6 Ch 7

PMT counts 19 20 20 20 18 20 18 20

PMT Counting Efficiency 0.74 0.78 0.78 0.78 0.70 0.78 0.70 0.78

Mean number of photo-electrons 1.35 1.51 1.51 1.51 1.21 1.51 1.21 1.51

Table 6.2: PMT counts, counting efficiencies and derived number of photo-electrons

per proton per PMT after the CEDAR alignment with wD set at 1 mm.

6.1.5 Pressure Scan

The possibility of vessel outgassing or gas pollution by air implies that the nominal

pressures given by the “CESAR" software interface may be slightly wrong. A pressure

scan provides a way to check this, as well as measuring the beam composition and

demonstrating the resolution of the CEDAR. The P-SCAN subroutine performs a gas-

pressure scan between two given limits and with a given number of steps. At each

step, once the required statistics (determined by the number of triggers) is reached, the

numbers of 6-fold, 7-fold and 8-fold coincidences recorded by the PMTs are displayed.

As described in appendix B, the coincidence levels provide another way to calculate

the number of photo-electrons per PMT, independent from the number of triggers.

During a pressure scan, care must be taken to maintain the thermal equilibrium

since temperature fluctuations would affect the CEDAR resolution [93]. This is achieved

by always running from high gas pressure to low gas pressure and leaving enough

time after each pressure adjustment for equilibrium to be reached. Two pressure scans

have been performed in different gas pressure ranges; the parameters used are shown

in Tab. 6.3.

Fig. 6.3 shows the results of the pressure scan over the full range. Three peaks due

to (from left) pions, kaons and protons are visible: the proton and kaon peaks are
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Full range scan Partial range scan

Maximum pressure (bar) 2 1.796

Minimum pressure (bar) 1.6 1.605

Pressure step (mbar) 10 5

Diaphram aperture (mm) 1 0.8

Table 6.3: Parameters used for the pressure scans: the full range scan covered the pion,

kaon and proton peak regions, the partial one was focused on the pion and kaon peaks

in order to achieve a better resolution.
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Figure 6.3: Pressure scan over the full range of gas pressures.

clearly separated, while the kaon and pion peaks are much closer and can only be bet-

ter resolved using a smaller diaphragm aperture, thus worsening the light geometrical

acceptance (see Sec. 5.2).

To further improve the separation of the peaks, the diaphragm aperture was reduced

to 0.8 mm and a second pressure scan was performed in a partial pressure range. The

results are showed in Fig. 6.4. The pion and kaon peaks are now clearly separated.

The effect of changing the aperture width was investigated by setting the pressure at

the value corresponding to the pion peak and measuring the particle detection effi-

ciency (defined as the ratio between the number of 6-fold coincidences and the num-

ber of triggers recorded by the scintillators) as wD was increased from 0.4 mm to 2 mm.

The results are shown in Fig. 6.5; the two trends correspond to separate measurements.

The particle detection efficiency plateaued at around 63%, which is comparable with

the maximum height of the pion peak in the pressure scans (Figs. 6.3, 6.4).
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Figure 6.4: Pressure scan focused on separation of pion and kaon peaks.
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Figure 6.5: Detection efficiency as a function of the diaphram aperture at fixed gas

pressure on the pion peak

6.2 Phase 2 - New Front-End and Readout Electronics

NINO

Figure 6.6: CEDAR new front-end and readout system designed for NA62.

After the first phase of the CEDAR commissioning in its standard version, a sec-

ond phase followed, aiming to test the new front-end and readout system designed
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for use in NA62. As discussed in details in Sec. 5.4.2, in the new design (Fig. 6.6) the

typical PMT signal output produced by one photon is amplified, discriminated and

time-stretched by a NINO ASIC [97] board to produce a LVDS output. As the NINO

requires a differential input, a preamplifier and shaper board has been proposed to

adapt the PMT output to the NINO input. The new readout chain is equipped with

HPTDC chips (developed at CERN [99]) mounted on TDC boards. The data acquisi-

tion system is an Field Programmable Gate Array (FPGA) based TEL62 (Trigger ELec-

tronics for NA62 [100]) mother board housing 4 TDC cards.

Figure 6.7: CEDAR new front-end and readout system designed for NA62.

In the NA62 experiment the front-end will be placed close to the PMTs and it must

be radiation-hard. The NINO ASIC positively passed radiation tests up to a dose level

of 7 krad (equivalent to 70 Gy), with no latch-up observed [101]. The preamplifier

board has been designed with rad-hard components. The rest of the electronics will

be positioned far enough from the beam not to require radiation hardness.

As the TEL62 board was still under development at the time of the test, its pre-

decessor TELL1 (Trigger ELetronics for Level 1 [102]) board, originally designed for

use on the LHC, was used. Two different front-end options, coupled with the NINO

ASIC, were tested: a preamplifier board (Florence’s4) made for use in the NA62 RICH

detector and a custom rad-hard preamplifier board designed to withstand the radia-

tion level at CEDAR.

During the test, the data acquisition was triggered by the coincidence of two beam

scintillators positioned at both ends of the CEDAR counter. Fig. 6.8 (left panel) shows

4Labelled after the working group who realised it.
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the CEDAR nose equipped with standard PMTs and passive splitters, which allowed

the division of the PMT output into two signals: one cabled to the standard “CE-

SAR” readout interface and the other one to the new front-end and readout system.

The front-end, composed of attenuation modules, Florence’s preamplifier and NINO

board, was positioned inside the CEDAR insulation box, while the PMT high voltage

system was sitting in a NIM crate below the CEDAR box. Fig. 6.8 (right panel) shows

the TELL1 readout system and a PC for the data acquisition and the local data storage,

as they were all located at about 3 m from the CEDAR along the H6 beam line. The

data acquisition was driven remotely with another PC located in a control room about

40 m downstream from the experimental area. The two PCs were connected with a

100 m long ethernet cable, thus creating a fast data transferring local grid.

The official “NA62 Event Display" [105] software was implemented as a data-

quality online monitor featuring the possibility to look at distributions updating in

real-time during the data taking. An offline analysis software was ready to give a

fast feedback on the acquired data. During the test beam about 500 GB of data were

recorded in Castor to be available for the users.

6.2.1 Standard PMTs

Figure 6.8: Left: CEDAR nose with standard PMTs; passive splitters to connect the

signal with standard and new readouts; attenuator modules; Florence’s preamplifier

and NINO board. Right: TELL1 readout system; data acquisition PC and rack for

additional electronics placed along the H6 beam line.

During this phase the CEDAR standard PMTs (EMI 14 dynodes) were coupled with

the new front-end and readout system (as explained in the previous section). The same
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signal treatment was applied to the beam scintillators upstream and downstream of

the CEDAR detector.

The PMT efficiencies as well as the 6-,7-, and 8- fold coincidences resulting from

both standard and new readout systems were compared. Fig. 6.9 shows the signal

time distributions with respect to the trigger time for the eight CEDAR standard PMTs.

The plot refers to the CEDAR at a gas pressure value set to detect pions and with the

diaphragm aperture opened at wD = 1 mm. It shows that the signal time distributions

of the standard PMTs are aligned within a 15 ns time window and about 60 ns ahead

the trigger signal from the scintillators (used as a reference time).

Figure 6.9: Channel occupancies (left plot) and signal time distributions with respect

to the scintillator trigger (right plot) of standard CEDAR PMTs.

6.3 Phase 3 - New PMTs

The CEDAR photodetector choice is based on PMTs used for the NA62 RICH de-

tector [95]: photomultipliers of the HAMAMATSU [104] R7400 series, U-03 (glass win-

dow) type. During this phase of the tests, one standard 5 cm diameter CEDAR PMT

was replaced with an assembly of three Hamamatsu R7400U-03 PMTs. Fig. 6.10 shows

the technical design for the assembly of new PMTs (left picture) and its positioning at

the place of one standard CEDAR PMT (right picture).

The new PMT has an active photocathode diameter of 8 mm, corresponding to an

active area of about 50 mm2. The standard CEDAR PMTs were located about 150 mm

upstream of the quartz windows, while the new PMTs were installed, in the same

housing, about 340 mm upstream of the CEDAR quartz window using an extension

tube (not shown in the right panel of Fig. 6.10). The assembly has been purposely
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Figure 6.10: Left: the new-PMTs assembly layout and its relative position with respect

to the Cherenkov light ring (red circle). Right: CEDAR setup with seven standard

PMTs and the new-PMTs assembly.

designed with an adjustable orientation so that the light collection efficiency can be

optimised. The Cherenkov light distributions at the new-PMT plane as predicted by

a MC simulation, as well as the definition of the rotation angle ϕ of the assembly, are

presented in Fig. 6.11.

Nominal position: ϕ = 0

x, mm

y,
m

m

Side SideCentre

Rotated angle: ϕ = 180

x, mm

y,
m

m

Figure 6.11: NA62-MC simulation of the Cherenkov light at the new-PMT plane (with

extension tube in place) overlaid with the PMT assembly in its nominal position (left)

and rotated by 180 degree (right). The y-axis in the plots points radially but the actual

prototype was rotated by 22.5o with respect to the plot. The centre of rotation of the

prototype was at x = 0, y = 103 mm.
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6.3.1 PMT Efficiency

With the CEDAR tuned on 75 GeV/c pions, the response of the new PMTs as a

function of the applied high voltage was measured. The left panel in Fig. 6.12 shows a

high voltage scan in the range between 800 V and 900 V for one of the new PMTs (the

central one within the assembly). The lower limit is the minimum voltage at which the

PMT output signal is visible in Single photo-Electron Response (SER) regime5, while

the upper limit is the maximum working voltage according to the datasheet. The new-

PMT counting rate is defined as the ratio between the number of PMT counts and the

number of triggers6; it includes the geometrical acceptance and reflects the particle

fraction in the beam when the CEDAR is correctly aligned. The value chosen as the

PMT working voltage was 900 V.

The dependence of the new-PMT response on the diaphragm aperture width wD was

also studied. The right panel in Fig. 6.12 shows how the new-PMT counting rates

increase when changing the diaphragm aperture from 1 mm to 6 mm. The four sets of

measurements refer to:

· the new-PMT assembly in two different positions with respect to the Cherenkov

light ring transverse plane: tangent (ϕ = 180◦) and radial (ϕ = 270◦);

· two different run conditions: with the standard PMTs switched ON and OFF;
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Figure 6.12: Left: new-PMT high voltage scan. Right: new-PMT response dependence

on the diaphragm aperture wD.

5R7400U-03 Hamamatsu PMTs will be applied for single photon detection as the final configuration

of the CEDAR photon detector will be optimized for a light yield of at most 1 photon per PMT.
6The trigger signal is the coincidence between upstream and downstream beam scintillators.

161



The first set of measurements was performed to show how the PMT counting rates

are affected by the geometrical acceptance of the assembly in the two orientations (see

Fig. 6.11). At a diaphragm aperture of wD = 2 mm, the two circle markers in Fig. 6.12

(right panel), representing data acquisitions under the same conditions apart from the

prototype orientation, show a 0.04 discrepancy. The second set of measurements was

performed because, during the data taking, the counting rate of the three new PMTs

was observed to vary depending on whether the seven remaining, standard PMTs

were switched on or off. This was discovered to be a consequence of the cross-talk

induced by the standard PMTs on new PMTs: the cross-talk interfered destructively

with the new-PMT signals resulting in reduced efficiency. The overall result is a shift

of 0.02 for the new-PMT counting rate when the standard PMTs are turned off (right

plot in Fig. 6.12).

6.3.2 Data/MC comparison of the PMT counting rates

To compare the Cherenkov light spot with the NA62MC predictions, a study of the

new-PMT counting rates as a function of the angle of rotation ϕ of the assembly has

been performed.

The measured counting rates for each of the three new PMTs normalised to the

number of beam particles are shown in Fig. 6.13. In order to compare these measure-

ments to the MC predictions for a pion beam, they have been scaled by the inverse

fraction of pions in the beam ( f1 = 1/0.7) and by an empirical factor accounting for

the loss of signal due to the standard PMTs being switched on.
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Figure 6.13: New PMTs: study of counting rates vs the orientation of the assembly.
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The MC predictions for counting rates per beam pion (ε) vs the prototype rotation

angle ϕ for the central PMT and one of the side PMTs, assuming different reflectivities

of the aluminium cones7, are shown in Fig. 6.14. The corresponding mean numbers

of photoelectrons per beam pion, computed as λ = − ln(1− ε), as functions of the

prototype rotation angle ϕ are displayed in Fig. 6.15. The MC predictions for the two

side PMTs are identical up to a reflection around ϕ = 180◦, so only one side cone is

shown.
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Figure 6.14: MC predictions for counting rates per beam pion, as a function of proto-

type rotation angle ϕ for different reflectivites (R) of the aluminium cones.

The data and MC (assuming cone reflectivity of 70%) mean numbers of photoelec-

trons per beam pion for the central PMT and a side PMT are shown in Fig. 6.16.

The data/MC ratios of the mean numbers of photoelectrons per beam pion for

the central and one side PMTs and for three considered values of cone reflectivity

(0.6, 0.7, 0.8) are displayed in Fig. 6.17.

In conclusion, we observe a ∼ 30% Cherenkov photon deficit in the test beam

data with respect to the NA62MC predictions. A part of this deficit can be explained

by electronics thresholds, which are not currently simulated, the other part is being

investigated. The ratio of data and MC figures for mean numbers of photoelectrons

is approximately constant as the prototype is rotated, suggesting that the shape of the

central part of the light spot is well simulated. In the side cones, the ratio varies with

rotation angle, suggesting that edges of the light spot are less well simulated.

7The new-PMT assembly layout is equipped with polished aluminium cones (Fig. 6.10).
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Figure 6.15: MC predictions for mean number of photoelectrons per beam pion, as a

function of prototype rotation angle ϕ for different reflectivites (R) of the aluminium

cones.
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Figure 6.16: Data and MC comparison for mean numbers of photoelectrons per beam

pion (assuming cone reflectivity of 0.7).

164



Protoype rotation angle ϕ, degrees

D
at

a/
M

C
ra

tio
Side Cone

R = 0.6

R = 0.7

R = 0.8

Protoype rotation angle ϕ, degrees

D
at

a/
M

C
ra

tio

Central Cone

Figure 6.17: Data/MC ratios for mean numbers of photoelectrons per beam pion, as a

function of prototype rotation angle ϕ for different reflectivites (R) of the aluminium

cones.

Figure 6.18: Signal time distributions with respect to the trigger time: standard PMTs

in channels 1− 7 and new PMTs in channels 8− 10.

6.3.3 PMT Time Resolution

The time resolution of the new PMTs was measured. The plot in Fig. 6.18 shows

that all the times of PMT signals were aligned with the trigger time. The width of

the time distributions is dominated by the time resolution of the beam scintillators

used for the trigger signal. To correct for the time-slewing induced by the amplitude
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fluctuations, the correlation between the leading time and the time width (trailing

edge - leading edge of the PMT signal pulse) is fitted and the result is used to correct

the pulse leading times. The effect of the time slewing corrections was small with

respect to the contribution of the beam scintillators.

Figure 6.19: Time difference of new PMTs in channels 8 and 9. Solid line corresponds

to a gaussian fit of the core of the distribution.

The PMT time resolution is measured by using the time difference between two

PMTs; a preliminary value of σT1−T2(T) = 255 ps is obtained with a gaussian fit of

the core of the distribution after applying the time slewing corrections (Fig. 6.19). The

PMT time resolution, σPMT(T), is proportional to the Full Width at Half Maximum

(FWHM) of the time distribution in Fig. 6.19 according to the formula σPMT(T) =
2.35×σT1−T2(T)√

2
. In Tab. 6.4, the values obtained for new PMTs with the data collected

during the test beam are compared with those measured in a previous test beam in

2006 for the same photodetector technology.

2006 2011 (Ch9 - Ch8) 2011 (Ch9 - Ch10)

σT1−T2(T) 325 ps 255 ps 251 ps

σPMT(T) 541 ps 424 ps 418 ps

Table 6.4: Width of time distributions for the differences between new-PMT chan-

nels σT1−T2(T) and PMT time resolutions σPMT(T) measured during two CEDAR test

beams, in 2006 and 2011, using the same PMTs.
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All the results achieved in 2011 are better than the ones obtained in 2006. The PMT

time resolution (σPMT(T)) measurements, second row in Tab. 6.4, are affected by the

time resolution of the coincidence signal from the beam scintillators (expected to be

∼350 ps). The contribution from the beam scintillators is embedded into the results

of σPMT(T) and can only be eliminated when performing the time difference between

two PMTs, which carry the same contribution from the beam scintillators. For this

reason, the time differences between two new-PMT channels (σT1−T2(T)), first row in

Tab. 6.4, are the results to be compared with the time resolution of HAMAMATSU

R7400-U03 PMT as measured by the NA62 RICH working group (σT,γ ≈300 ps) [95].

The results are compatible within the errors.

6.3.4 Front-End Comparison

Figure 6.20: Signal time vs time width (trailing - leading) distributions for one new

PMT.

The output signal of new PMTs was also cabled to the custom rad-hard pream-

plifier board (mentioned in Sec. 6.2) proposed as a front-end system to withstand the

radiation level at CEDAR. This option gave different results with respect to the other

front-end system (Florence’s) as it was provided with a higher signal amplification

factor. Fig. 6.20 shows the signal time distribution, with respect to the trigger time,

for one new PMT versus its time width (time difference between trailing and leading

edges). The double time structure, in time with the trigger and appearing for time
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widths of about 15 ns and 20 ns, is most likely due to re-firings of the NINO ASIC

board. The multiple time structures, delayed with respect to the trigger of about 60-

80 ns, are understood to be produced by the cross-talk effect induced by the standard

PMTs when they were switched on.

Figure 6.21: Time difference of new PMTs in channels 8 and 9 with the rad-hard front-

end option. Solid line is the Gaussian fit of the central part of the distribution.

The time resolution of new PMTs is measured, again, by using the time differ-

ence between two PMTs; a preliminary value of σT1−T2(T) = 199 ps is obtained with

a gaussian fit of the core of the distribution after applying the time slewing correc-

tions (Fig. 6.21). The PMT time resolution achieved with the rad-hard preamplifier

board, σPMT(T) = 330 ps, is better compared with the ones reported in Tab. 6.4. This

means that the signal amplitude fluctuations are smaller than those observed with the

“Florence’s” pre-amplifier, which in turns implies that the PMT output signal is more

amplified by this front-end option and its amplitude is bigger than the one expected

in single photoelectron regime. However, the presence of NINO re-firings, probably

induced by noise along the signal path, was difficult to be kept under control; it al-

most doubled the rate on the readout system. As a consequence, this front-end option

is unsuitable for future applications in the high rate environment of NA62.
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6.3.5 Additional measurements

Some additional measurements were taken to look for any effects which might be

dependent on the beam intensity. A pressure scan was performed over the full range

with a beam particle rate of 120 kHz instead of the original 40 kHz. The results in Fig.

6.22 show no significant deviation from those obtained at lower intensity. Neverthe-

less, this higher rate is still a long way below the future expected one at CEDAR and

so rate dependent effects could still appear at higher intensities.
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Figure 6.22: Pressure scan over the full range of gas pressures.

6.4 Conclusions

The commissioning of the CEDAR detector for NA62 has been successfully com-

pleted during a test beam in October 2011. Several pressure scans confirmed the

counter ability to distinguish between kaons and pions.

Hamamatsu PMTs (R7400-U03), mounted in a three-PMTs assembly with light col-

lection cones, designed and built in Liverpool, have been tested. Their counting effi-

ciency includes geometrical acceptance effects and is affected by cross-talk induced by

the standard CEDAR PMTs. Their time resolution is measured and found to be com-

patible with what expected from previous applications of the same technology, under

similar conditions. Moreover, the results achieved for the time resolution are better

than those obtained in a previous CEDAR test beam performed in 2006. The new front-

end and readout system, designed for use in NA62, was installed and tested. Two

different options of preamplifier boards, to be coupled with the NINO ASIC board,

were considered:
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• Florence’s preamplifier: its performances result compatible with those expected

from previous applications in the NA62 RICH detector;

• Rad-hard preamplifier: its performances turn out to be better in terms of signal

amplification but worse in terms of noise.

An important outcome of the test was to acknowledge the possibility of a direct dif-

ferential coupling between the PMT output signal and the NINO ASIC board, with

no intermediate amplification stage. This alternative solution most certainly helps in

reducing the NINO re-firings, as less noise is introduced in the signal electronics path,

but there are some implications that must be taken into account:

1. the modification of the standard (lemo) Hamamatsu PMT output signal;

2. the stability of the differential coupling;

3. the amount of SER spectrum which is cut away by the NINO threshold.

The first two points are minor implications as the modifications proposed for the stan-

dard CEDAR, to cope with the NA62 working requirements, already foresee the re-

placement of the Hamamatsu high voltage divider with a custom PCB. This is cur-

rently under development and test, thus easy to be re-adapted. The third point is quite

important and delicate; it might work out as a show-stopper in case it is understood

to cause a worsening of the overall efficiency. Since then, tests at CERN have been de-

voted to address and investigate on this issue. At the time of the thesis submission we

are aware that the direct coupling between PMT and NINO board is feasible and com-

patible with the expected CEDAR performances. The production of PMT high voltage

divider PCBs with differential output has already started. However, the underlying

study made at CERN is not reported in here as I was not directly involved in it.
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Conclusions

A comprehensive study of the process K+ → e+νeγ (SD+) is being performed with

a partial (40%) data sample collected by the NA62 collaboration at CERN in 2007. A

signal acceptance of 6.2% is achieved and the sample comprises 9,835 candidates with

a background contamination of 2.3% mainly due to the K+ → π0e+νe and K+ →
π+π0 decay channels. A χ2 fit has been performed to the measured x spectrum using

the distribution expected from χPT models. The estimated form factors with their

uncertainties are reported:

V0 = 0.0946± 0.0018stat ± 0.0170syst

λ = 0.521± 0.055stat ± 0.052syst,

with a statistical correlation between parameters of −0.94 and ∼ 100% correlation

between systematic errors. The result receives a significant contribution from the

systematic uncertainty, mainly due to the background subtraction; the statistical un-

certainty benefits from the large number of candidates, a factor of ∼ 8 larger than the

one analysed by the KLOE collaboration, whose results are the current world PDG av-

erage. At the time of submission the systematic error is dominating and the combined

(statistical + systematic) result has a precision comparable to that achieved by KLOE.

The Cherenkov detector to be used in the near-future NA62 research programme

for the charged kaon identification is required to achieve a kaon tagging efficiency of

at least 95% with a time resolution of at least 100 ps. A Monte-Carlo simulation has

been developed to study the optimal configuration for the Cherenkov photo-detector.

A solution with a new optical system and light collection cones is found to be feasible

while ensuring the detector performances needed. The Cherenkov detector commis-

sioning has been successfully completed during a test beam in October 2011. Several

pressure scans confirmed the counter ability to distinguish between kaons and pions.

Hamamatsu PMTs (R7400-U03) have been tested; their counting efficiency and

time resolution have been measured and found to be compatible with what expected

from previous applications of the same technology, under similar conditions.
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The new front-end and readout system, designed for use in NA62, was installed

and tested. An important outcome of the test was to acknowledge the possibility of a

direct differential coupling between the PMT output signal and the NINO ASIC board,

with no intermediate amplification stage.
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Appendix A

The chiral theoretical framework

χPT is an effective quantum field theory (EQFT): in a given energy range few de-

grees of freedom are set and relevant, while the remaining ones, which describe the

more general theory, can be integrated out. Below the scale of chiral symmetry break-

ing the dynamics of strong interactions cannot be treated in terms of partonic degrees

of freedom. However, at this low-energy scale, the hadronic spectrum only comprises

the octet of light pseudoscalar mesons (K, π, η) and those are assumed as the new

degrees of freedom which allows the QCD to be treated in a perturbative way. In

χPT this assumption relies on the smallness of the pseudoscalar meson constituent

quark masses (mu,d,s << Λχ) compared with the typical hadronic scale; this implies

that the quark mass terms, originally responsible for the chiral symmetry breaking,

can be treated as small perturbations.

A.0.1 Effective chiral lagrangians

The effective chiral lagrangian at leading order can be written as [7]:

L2 =
F2

4
Tr(DµUDµU† + χU† + Uχ†) (A.0)

The elements entering the lagrangian are:

1. A unitarity 3 × 3 matrix U incorporating the octet of pseudoscalar Goldstone

boson fields:

U = ei
√

(2)φ/F, with φ = 1√
2 ∑i λiφ

i =


π0
√

2
+ η8√

6
π+ K+

π− − π0
√

2
+ η8√

6
K0

K− K̄0 −2η8√
6

,

where η8 is the octet component of the η meson;
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2. the external fields(1) v, a, s, p (Hermitian 3× 3 matrices in flavour space) intro-

duced to parameterise the quark mass breaking terms in the fundamental QCD

lagrangian:

LQCD(v, a, s, p) = L0
QCD + ψ̄γµ(vµ + aµγ5)ψ− ψ̄(s− ipγ5)ψ (A.0)

where L0
QCD is the QCD lagrangian with all quark masses set to zero.

3. The derivative operator Dµ : DµU = ∂µU − irµU + iUlµ;

4. The external gauge fields of SM describing electromagnetic and semi-leptonic

interactions:

rµ = vµ + aµ = −eQAµ,

lµ = vµ − aµ = −eQAµ −
e√

(2)sinθW
(W+

µ T+ + h.c.)

with Q = 1
3 diag(2,−1,−1) and T+ =


0 Vud Vus

0 0 0

0 0 0

,

where Vij are Kobayashi-Maskawa matrix elements;

5. The scalar and pseudoscalar external fields: χ = 2B(s + ip);

6. The external parameters F and B, which are the only free constants atO(p2). The

former is related to the pion decay constant: < 0|ψ̄γµγ5ψ|π+(p) >= i
√

2Fπ pµ.

Fπ is experimentally known from the width of the process π+ → µ+νµ, which

gives Fπ = 92.4 MeV. The latter is related to the quark condensate < 0|ψ̄ψ|0 >.

It is not directly linked to any physical observable but one can assign constraints

to the product B×mq by means of experimental data.

The generating functional is given by the classical action Z2 =
∫

d4xL2(U, v, a, s, p) and

is invariant under local SU(3)L × SU(3)R transformations. The leading-order effective

chiral lagrangian L2 is of order O(p2). It is invariant under chiral symmetry and it is

completely determined by chiral symmetry except for those two couplings.

Amplitudes at next-to-leading-order L4 include several contributions:

• one-loop diagrams generated by the leading order lagrangian L2;

• a local action at O(p4) generated by the effective chiral lagrangian L4 at the tree

level;
1The vector, axial-vector, scalar and pseudoscalar fields.
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• an additional term taking into account the chiral anomaly;

The one-loop graphs contributing at O(p4) are ultraviolet divergent and need to be

renormalised. The loop contributions are of order O(p2) and are not dependent on

the scale of the renormalisation; the loop function only involves internal, external mo-

menta and the masses of pions and kaons. The lagrangian of order p4, in the case of

three light flavours, is the following [7]:

L4 = l1Tr(DµU†DµU)2 + l2Tr(DµU†DνU)Tr(DµU†DνU)

+ l3Tr(DµU†DµUDνU†DνU) + l4Tr(DµU†DµU)Tr(χ†U + χU†)

+ l5Tr(DµU†DµU(χ†U + U†χ)) + l6Tr(χ†U + χU†)2 + l7Tr(χ†U − χU†)2

+ l8Tr(χ†Uχ†U + χU†χU†)− il9Tr(Fµν
R DµUDνU† + Fµν

L DµU†DνU)

+ l10Tr(U†Fµν
R UFLµν) + l11Tr(FRµνFµν

R + FLµνFµν
L ) + l12Tr(χ†χ), (A.1)

where

Fµν
R = ∂µrν − ∂νrµ − i[rµ, rν],

Fµν
L = ∂µlν − ∂νlµ − i[lµ, lν].

This effective chiral Lagrangian L4 is invariant under SU(3)L × SU(3)R local symme-

try. The low-energy constants li are not constrained by chiral symmetry; they have

been evaluated by comparing with experimental low-energy information. They are all

divergent (expect l3 and l7) and the ones necessary to address radiative semi-leptonic

decays are l4, l5, l9, l10 [4]. The latter absorb the divergences of the one-loop graphs and

produce an expansion of amplitudes in terms of renormalised and finite couplings.

The knowledge of LECs F, B, l1, . . . , l10 allows for a complete description of the low-

energy behaviour of pseudoscalar meson interactions at O(p4). The couplings l11 and

l12 are the so-called "contact terms", which contain only the external fields and are not

directly accessible by experiment. The chiral anomaly is due to the vacuum transition

amplitude which appears not to be invariant under the same chiral symmetry, but on

the vector symmetry only. The contributions from this anomaly to the expansion of

amplitudes in χPT at O(p4) are expressed by a generating functional constructed by

Wess and Zumino and consequently represented by Witten [?,?]. This functional must

be added into the next-to-leading-order calculations to take into account all anomalous

contributions to electromagnetic and semi-leptonic weak meson decays. At next-to-

next-to-leading order the terms contributing into the effective chiral lagrangian are:

• two-loop diagrams generated by the leading-order lagrangian L2;
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• one-loop diagrams generated by the next-to-leading-order lagrangian L4;

• a local action at O(p6) generated by the effective chiral lagrangian L6 at the tree

level;

• corrections to the Weiss-Zumino-Witten functional for the chiral anomaly.

The number of LECs is significantly increased (∼ 100) at O(p6) but not all of them

are relevant to the same decay channel. Many of them are well determined with low-

energy phenomenology and the χPT still offers a tool to precisely compute a wide

range of leptonic and semi-leptonic interactions.
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Appendix B

Average number of photo-electrons

The derivation can be found in the CEDAR Yellow Paper but is included here for

reference. Assuming that the number of photoelectrons detected by a photomultiplier

follows a Poisson distribution with a mean number φ per event, the probability of

detecting n photo-electrons is given by:

P(n) =
φn

n!
e−φ (B.1)

The probability of missing an event is the probability of detecting no photo-electrons:

P(0) = e−φ (B.2)

Thus the effiency η of a single photo-multiplier which detects on average φ photons

is:

η = 1− P(0) = 1− e−φ (B.3)

which is the expression for φ found in the text.

The situation of eight photomultipliers looking at the same event can be simplified

by assuming equal efficiencies η for each PM. Defining ε = 1− η as the probability of

missing an event, the probabilities of various levels of coincidence between PMTs can

be read off from the binomial expansion:

(η + ε)8 = η8 + 8η7ε + 28η6ε2 + 56η5ε3 + 70η4ε4 + 56η3ε6 + 28η2ε6 + 8ηε7 + ε8 (B.4)

The probabilities of the various coincidence levels 8-fold, 7-fold, 6-fold are:

η8 = η8 (B.5)

η7 = η8 + 8η7ε (B.6)

η6 = η7 + 28η6ε2 (B.7)

. . . (B.8)
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Defining J = ε/η = e−φ/(1− e−φ) and solving for φ:

φ = ln(1 + J)− ln J (B.9)

the average number of photo-electrons can be deduced from the measured numbers

of 6-, 7- and 8-fold coincidences as follows:

η7

η8
= 1 + 8J (B.10)

From equations B.9 and B.10 we find:

φ = ln

(
1 +

8
η7/η8 − 1

)
(B.11)

With further algebra, a similar result can be found for η6 and η8:

φ = ln

(
1 +

14√
4− 7(1− (η6/η8)− 2

)
(B.12)

The two equations B.11 and B.12 can be used as a consistency check.
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