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Millikan’s Oil Drop Experiment
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• Produce charged drops of oil in a chamber 
• Drops falling at terminal velocity have Fdrag = Fgravity, which allows the radius (and hence 

mass) to be determined 
• Apply electric field, such that Fgrav = Felec = qE, to determine the charge on the drop…



• So electric charge is found in units of e


• Or, since the discovery of quarks, units of 1/3e 

• Dirac hypothesised a system comprising an 
electric charge (e), and a magnetic monopole (qm)


• Since angular momentum must be quantised :


• If there is a magnetic monopole, somewhere in 
the Universe, electric charge must be quantised…

Quantisation of Charge
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Monopole Searches

• It follows from                   that the monopole magnetic charge is


• In terms of ionisation energy loss, a monopole looks like an electrically 
charged particle with q ~ 69e


• Many searches for monopoles that have got stuck in things…
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Monopoles in the H1 Beam pipe 
Sensitive to 1 DM ≤ g ≤ 6 DM 
Bind to Al nucleus dipole moment and only 
released by melting (Milton et al.)
Take 60cm section of H1 beam-pipe 
around interaction zone.
Used 1994-1997 : lumi=60pb-1

Cut into 14 strips and 42 smaller samples
and pass through a SQUID.

Lunar Searches
Minimal atmosphere, 500 Myears of sampling
Analyse samples taken on Apollo 11,12 and 14 with 
a SQUID
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ATLAS Monopole Search
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Search for tracks with high dE/dx, 
associated with narrow EM clusters

comparable in yield to candidates from multijet events. Hot cells in the EM calorimeter do not constitute
backgrounds as they are never found to be associated with TRT HT hits while remaining isolated.

w

0 0.2 0.4 0.6 0.8 1 1.2

H
T

f

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

E
ve

n
ts

0

100

200

300

400

500

600

700

800

AB

D C

2/1DY spin-

D
g| = 1.0g|

 = 1000 GeVm

Data

-1 = 8 TeV,  7.0 fbs

ATLAS  

Figure 4: Candidates seen in data (color scale) and in a representative simulated signal sample (black squares) in
the fHT versus w plane, at the last stage of the event selection (prior to the requirements on these two variables).
The number of background events in the signal region (A) is estimated using the left and bottom bands (B, D, and
C) as control regions, as described in the text.

A fully data-driven background estimate is performed in this search. This approach is necessary because it
is unrealistic to produce the enormous number of MC events required to model the QCD background, but
it also ensures that all possible background sources, including those not foreseen, are taken into account.
The candidates passing the selection requirements except for the final EM dispersion and TRT HT hit
criteria are shown in Fig. 4 in the plane defined by the two remaining discriminating variables, fHT and w.
This plane is divided into A, B, C, and D regions, where A is the signal region. The main assumption on
which the background estimation method relies is that the ratio of region A to region C background events
is the same as the ratio of region B to region D background events, or, in other words, that fHT and w are
independent variables. Detector geometry e↵ects give rise to a correlation due to the slight pseudorapidity
(|⌘|) dependence of the fHT and w variables. The correlation is small near the signal region but increases
somewhat at lower w values. This motivates the choice of w = 0.84 as the lower w limit of the B and D
control regions. The lower fHT limit of the C and D control regions is governed by the f trig

HT requirement
applied by the Level-2 HIP trigger. The absolute value of the Pearson correlation coe�cient is below 0.05
in the control regions. Given that the expected background is low, the correlations near the signal region
are small, and the limited number of events precludes dividing the signal region into several separate |⌘|
regions, the data in the whole |⌘| range are used without correction to estimate the backgrounds. The
maximum possible di↵erence between the ratios A/C and B/D due to correlations is estimated as follows.
The B and D regions are extended to cover the range 0.69 < w < 0.91 and divided into 22 narrow w bins,
with bin width chosen so as to provide su�cient statistics in each bin. The ratio Bi/Di is computed in
each bin i. Taking as the weight the reciprocal square of the statistical uncertainty in each bin j (such that
j > i), the weighted average of the ratios B j/D j across all bins j > i is computed. This weighted average
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Figure 5: Cross section upper limits at 95% confidence level for DY HIP production as a function of HIP mass in
various scenarios (dashed lines with markers). The upper plots are for spin-1/2 HIP production, whereas the lower
plots are for spin-0 HIPs. No cross section limit is shown for mass/charge points with an acceptance lower than
1%. Overlaid on the plots are the leading-order (LO) cross sections (solid lines).

9 Conclusion

A search for magnetic monopoles and exotic stable particles with high electric charge was performed
with the ATLAS detector at the LHC using 7.0 fb�1 of 8 TeV pp collision data using a signature of
a highly ionizing particle stopping in the EM calorimeter. Candidates were selected by exploiting the
measured ionization in the TRT detector and the shape of the energy deposition in the EM calorimeter.
No events were observed in data in the signal region. Upper limits on the production cross section were
set for mass and charge points to which the search proves sensitive. A model-independent upper limit
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9 Conclusion

A search for magnetic monopoles and exotic stable particles with high electric charge was performed
with the ATLAS detector at the LHC using 7.0 fb�1 of 8 TeV pp collision data using a signature of
a highly ionizing particle stopping in the EM calorimeter. Candidates were selected by exploiting the
measured ionization in the TRT detector and the shape of the energy deposition in the EM calorimeter.
No events were observed in data in the signal region. Upper limits on the production cross section were
set for mass and charge points to which the search proves sensitive. A model-independent upper limit
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MilliCharged Particles

• Simple extension to the Standard Model is just to add a U(1) gauge symmetry


• Suppose we also have a new fermion, charged only under the new U(1)


• Interactions with electric charge can happen via kinetic mixing 
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Why milli-charged?

Consider a model with kinetic mixing with a new 
‘dark’ boson - link between SM and hidden sector 

ℒ = ℒSM − 1
4 B′�μνB′ �μν − κ

2 B′�μνBμν

massless U’(1) boson in the dark sector 

kinetic mixing

B’B

κ ∼ 10−3 − 10−2‘dark EM’

SM dark  
sector

B’ B

new ‘dark’ photon kinetic mixing term



Milli-charges

• Suppose we add a new fermion, charged only under the new U(1) :


• Then re-define the gauge boson 


• The new fermion has a small electric charge, dependent on the kinetic mixing 
parameter


• Call this a milli-charged particle (or mCP)

�7

pp !   ̄ +X

2eqm
~c 2 Z

qm =
~c
2e

=
e

2↵
⇠ 69e

L = LSM � 1

4
A0µ⌫A0

µ⌫ � 

2
A0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0
+ im) � 

2
B0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0 � ie0 /B + im) 

P = (1� eNPE )3

NPE =
Q2

⇠

1

pp !   ̄ +X

2eqm
~c 2 Z

qm =
~c
2e

=
e

2↵
⇠ 69e

L = LSM � 1

4
A0µ⌫A0

µ⌫ � 

2
A0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0
+ im) � 

2
B0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0 � ie0 /B + im) 

P = (1� eNPE )3

NPE =
Q2

⇠

1

pp !   ̄ +X

2eqm
~c 2 Z

qm =
~c
2e

=
e

2↵
⇠ 69e

L = LSM � 1

4
A0µ⌫A0

µ⌫ � 

2
A0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0
+ im) � 

2
B0µ⌫Bµ⌫

L = LSM � 1

4
B0µ⌫B0

µ⌫ + i ̄(/@ + ie0 /A
0 � ie0 /B + im) 

B0
µ ! B0

µ + Bµ

P = (1� eNPE )3

NPE =
Q2

⇠

1



Existing Constraints on mCPs

• Cooling and energy loss from 
stars & SN


• Degrees of freedom in BBN & 
CMB


• Invisible decays of ortho-
positronium


• Lamb-shift


• Collider/beam dump searches
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Figure 1. Summary of constraints on fermionic MCPs in the mass/minicharge plane. The result
of this work is depicted in yellow. Left panel: Models with a massless hidden photon for a U(1)h
gauge coupling g0 = 0.1 (see sec. 3). We updated the CMB and BBN bounds from ref. [29] using
2015 Planck data [30], and the collider bounds (COLL) from refs. [31, 32]. The remaining bounds
are from DM [31], CMB [33], LHC [34], SLAC [35], OPOS [36], TEX [37], E613 [38], and HB, WD,
RG [14, 29]. The Xenon10 bound is plotted with dashed lines since it is an estimate taken from
a higgsed model of minicharged particles [39]. Right panel: Bounds on models without a hidden
photon. The dark radiation bounds from ref. [29] disappear but the limits from overproduction [31]
and distortions of the CMB [33] become far more constraining.

The plots show the two most popular scenarios that involve MCPs. The bottom-up
approach minimally adds an additional particle with arbitrary charge, the MCP, to the
Standard Model. This is plotted in the right panel of fig. 1. Theoretically more motivated
scenarios generate a minicharge through the kinetic mixing of the SM photon with a new
massless photon. Some bounds on MCPs rely on this new ’hidden’ photon, so that the
summary plot changes drastically for large MCP masses. The bounds for this model are
shown in the left panel of fig. 1. Our limit is identical for both models and is displayed in
yellow. As apparent from the figure, the bound of this work is among the most constraining
for low-mass MCPs.

Our result is especially interesting because the bound is more robust than previous
limits and contains statistical information that is absent for bounds obtained from RGs and
HB stars. Additionally, our Sun is not only better observed than any other astrophysical
object, future improvement of our understanding is to be expected as well. Additional
insight can be achieved by the new generation of neutrino experiments, the possibility of
observing g-modes [51], which will give direct information on the center of the Sun, or new
opacity experiments (e.g. [52]) among other improvements. This will very likely make the
Sun the most constraining source for low-mass MCPs in the foreseeable future.

The plan of the paper is as follows. We present the observational and theoretical
status of the Sun in sec. 2. Minicharged particles, their analytical emission rates and some
comments on their propagation can be found in sec. 3. This is proceeded in sec. 4 by the
statistical method applied in this paper. We then introduce the MCP into the SSMs in

– 3 –

arXiv:1511.01122

Note the 
big gap !



LHC Results
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Figure 1: Distribution of dE/dx measurements associated with tracks passing the pre-selection
in the search sample and the Z-peak control sample. Simulated LqLq signal samples for a mass
of 100 GeV are shown for q = 2/3, 1/3. The distributions are normalized to the area of the
search sample. The magenta vertical line at dE/dx = 2 MeV/cm indicates the upper limit of
the range of measurements considered to be low-ionizing. The inset is an enlargement of the
region of low dE/dx, plotted on a semi-logarithmic scale.

6 Systematic uncertainties

The systematic uncertainties that significantly impact the results are the uncertainties in the
integrated luminosity, the background estimate, and the signal efficiency. The uncertainty in
the integrated luminosity is 2.2% [16].

The cosmic ray background estimate has a statistical uncertainty of 71% that arises from the
relatively small size of the sample with inverted dxy and dz requirements used for its determi-
nation. The statistical uncertainties in the weighting factors are 1% and 24% for the dxy and
dz requirements, respectively. The systematic uncertainty associated with the assumption that
the dxy and dz variables are uncorrelated is assessed by examining a sample defined by re-
placing the inverted dz selection with an inverted amax requirement. This sample, obtained by
requiring 0.1 < |dxy| < 1.1 cm, amax > 2.8 rad, and all other pre-selection criteria, provides
a second estimate of the comsic ray background, which differs from the nominal estimate by
42%. The statistical and systematic uncertainties are summed in quadrature; the total cosmic
ray background estimate is 0.007 ± 0.006 events.

We assess three potential sources of uncertainty in the pp background estimate in the signal
region. The first source is from the choice of the function used to fit the control sample. While
this is often a large source of uncertainty in many a posteriori fits to data, our hypothesis that a
binomial function describes the distribution of the number of low dE/dx measurements is mo-

• Searches for tracks with dE/dx 
below that for a q=1 MIP 

• But tracking is designed for q=1 
• Sensitivity limited to q>1/3

9

Table 3: The signal efficiency and average velocity hbi of events in the signal region for different
mass points and charge hypotheses.

Mass L2/3 L1/3
( GeV) Signal eff. hbi Signal eff. hbi

100 0.341 ± 0.026 0.84 0.041 ± 0.007 0.52
200 0.357 ± 0.027 0.83 0.060 ± 0.011 0.51
300 0.337 ± 0.026 0.82 0.074 ± 0.013 0.51
400 0.314 ± 0.024 0.80 0.091 ± 0.016 0.51
500 0.265 ± 0.020 0.79 0.104 ± 0.019 0.51
600 0.251 ± 0.019 0.78 0.109 ± 0.019 0.51
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Figure 3: Expected and observed limits on the cross section of LqLq for q = 2/3 and 1/3. The
theoretical prediction of modified Drell–Yan production with t3L = 0 is shown. The lines for the
expected and observed limits are overlapping.

ticles that are neutral under SU(3)C and SU(2)L exclude at 95% confidence mL below 310 GeV
for particles with q = 2/3 and mL below 140 GeV for particles with q = 1/3.
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Improving Sensitivity to low charge

• Lower charge -> lower ionisation energy loss


• Need a large depth of sensitive material for the particle to traverse


• -> increase probability of seeing a hit


• Make it sufficiently segmented to show the incident particle is compatible 
with the IP


• Look for evidence of ‘tracks’ that have dE/dx lower than that of a q=1 MIP
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Proposed Search

• Original authors proposed a dedicated 
experiment


• Three-layered scintillator array


• Background reduced by large amount 
of rock shielding


• Detect mCP by looking for IP-pointing 
triple-incidence of low light signals


• Q=1 will give much bigger signal


• Backgrounds assumed to arise solely 
from PMT dark counts
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FIG. 3: A schematic showing the experimental setup proposed
in this work.

The time resolution of such scintillators is su�ciently
good (⇡5 ns) that background can be measured during
gaps within the accelerator bunch structure (such as the
abort gap), as well as in beam-o↵ periods. Since the
background rate for single PE pulses from dark-current,
noise, and background radiation is expected to be rel-
atively large (about 100 Hz to 1 kHz depending on the
quality of the detector elements used), we propose to add
extra layers of scintillators to form coincidences with a
signal in the corresponding bar of the first layer within
a narrow time window (⇡5 ns). Muons from either pp
collisions or cosmic rays could be vetoed if more than
a few PE are deposited. Furthermore, by inverting this
veto, these same muons could be used to align and time-
in the experimental apparatus. They would also provide
a “standard candle” against which PE depositions could
be compared.

While the background is expected to come domi-
nantly from the dark-current contribution, additional
background from activity in the scintillator, due to back-
ground radiation and subsequent photo-multiplier after-
pulsing, may also contribute significantly. These addi-
tional backgrounds can hopefully be reduced to manage-
able levels with additional shielding, detector optimiza-
tion, and pulse-shape discrimination. This will have to
be studied with small-scale detector tests in situ. With
regard to the dark-current background, we assume rates
of 550 Hz, 94 Hz, 12 Hz, and 10 Hz for NPE � 1, NPE �
2, NPE � 3, NPE � 4, respectively in a single PMT, ob-
tained from Fig. 65 of Ref. [27]. Assuming an instanta-
neous luminosity of 2⇥ 1034 cm�2s�1, and a trigger live-
time of 1.5 ⇥ 107 s, we can expect ⇠ 1010 background
events in 300 fb�1 for one or more PE in a single PMT.
With 200 bars needed to cover the 1 m2 of area discussed
above, the total background would be ⇠ 1012 events in

300 fb�1, expected to be delivered by 2022. For 3000
fb�1, since it will be delivered with an instantaneous lu-
minosity 1⇥1035 cm�2s�1 the live-time will only increase
by a factor of 2 and the expected background contribu-
tion would remain ⇠ 1010 for one or more PE in a sin-
gle PMT. Additional discrimination can be achieved by
adding two more layers of scintillators and requiring co-
incident PE hits. Assuming 5 ns timing resolution for
the PMTs, requiring a coincidence in the second layer
would reduce the background to 106 coincident events
with NPE � 1 in a PMT pair of back-to-back scintilla-
tor bars. Requiring triple-incidence by adding a third
layer would then bring the background to O(10) events
with NPE � 1, at the cost of a moderate loss in signal
e�ciency. It is possible that the slewing of small sig-
nals and/or time-of-flight di↵erences for photons within
the scintillators could degrade the timing resolution to
⇠ 10 ns, but even in this scenario the total background
contribution would only increase by a factor of ⇠ 4 when
triple-incidence is required. The experimental setup with
three layers is illustrated in Fig. 3.

In Fig. 1 we show the estimated 95% C.L. exclusion
and 3� sensitivity of our proposal, assuming a detector
composed of three 1 m ⇥ 1 m ⇥ 1.4 m layers positioned
45o away from the beam-axis. Each layer would be com-
posed of 200 scintillator bars, and the mCP signal is one
or more PE at each of the three layers within a small
⇡5 ns window of each other. This setup could be re-
alized if the detector is placed in either of the counting
rooms at ATLAS or CMS. We estimate the signal detec-
tion e�ciency by estimating the probability that a mCP
signal leaves one or more PE, which we take to be Pois-
son distributed1. The average number of PE deposited
by a mCP is given by � = ((Q/e)/(2 ⇥ 10�3))2 [5], as-
suming that the mCPs energy loss is described by the
Bethe-Bloch equation [26] 2. Though the Lorentz force
on a mCP due to the magnetic field at either ATLAS
or CMS is suppressed by Q, we estimate that it would
produce a O(0.1 � 100) cm deviation in their trajectory
over 20 m for Q = (0.001 � 0.1)e and a momentum of
10� 100 GeV; we have neglected this e↵ect in the calcu-
lation of the signal acceptance.

In this Letter we proposed a model-independent search
for mCPs, which will extend sensitivity in the mass range
0.1 <⇠ MmCP

<⇠ 100 GeV by up to two orders of magni-
tude in electric charge over previous experiments. We
estimated the potential sensitivity of this experiment to

1
The true number of PE created must be fairly large, at least⇠ 10,

but the number we expect to observe with the tube is NPE ⇤ ✏e↵ ,
where ✏e↵ is the e�ciency for detecting a true PE, which is about

10% [5, 27]. Thus, the main e↵ect on the NPE ⇤ ✏e↵ distribution

is from the fluctuations in how many of the true PE get detected,

which is Poisson-distributed.

2
We checked that for charges near Q ⇡ 2 ⇥ 10

�3
— when the

number of interactions reaches O(1) —- requiring one single hard

scatter by the signal that gives 1 PE gives a sensitivity that’s

comparable to that given by the Bethe-Bloch equation.

4
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Proposed Search
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Letter Of Intent

• LOI published in July 2016


• Location identified


• Relationship with CMS 
understood


• Full detector simulation


• Updated sensitivity

�14
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Location, Location, Location

• Constraints: 


• Near LHC P1 or P5 for maximum luminosity


• Behind at least 5m of concrete, based on previous tests in CMS counting 
room


• Space to accommodate the detector ~ 1m x 1m x 3m 


• Floor loading to be compatible with detector and its support structure 
~3500kg - 6000kg


• Power supply available, with possibility to add other network etc.


• Selected experimental area should remain clear of “visitors” during  
data taking


• Many sites near P1 and P5 considered - eventually settled on PX56

�15



• The gallery has a basic shotcrete finish 

PX56 Observation and Drainage galleryLocation, Location, Location

�16

• The gallery has a basic shotcrete finish 

PX56 Observation and Drainage gallery



Location, Location, Location
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• Martin Gastal (and his 
team) have been 
particularly helpful 

• 3D drawings, 
surveys, B-field 
measurements, 
pictures, etc. 

• Now have precise 
details of location: 

• 33 m from IP 

• 17 m through rock 

• Angle from 
horizontal plane is 
43.1 deg 

• Clearance to gallery 
boundaries is ~30 
mm

PX56 - disused 
drainage gallery

proposed 
detector site

Interaction 
Point

USC 55

UXC 55

access 
shaft



Tunnel Survey
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2

3D laser scan of tunnel

Support structure
(must move and align detector)

Alignment data extended to tunnel via surveys, to <1cm

Harry Shakeshaft and Martin Gastal worked on initial support structure design

Now taken over by a Lebanese engineering group,  coordinated by Martin and Rob Loos
Meeting weekly to discuss designs

Aim for alignable support structure for 2017/18 tests, but hopefully usable to a 
large extent for full detector

3x1x1m doesn't quite fit

CERN performed a laser scan of the tunnel 
Useful in figuring out whether the detector will fit !

CERN & Lebanese University also designed a support structure 
that would allow the whole array to be aligned toward the IP



Tunnel Survey

• CERN team have extended the CMS 
coordinate system to PX56


• Expect to align MilliQan with ~2cm 
precision

�19

Alignment 
Special challenge, since far from  
collision point with no line-of-sight! 
CERN team has heroically extended 
the CMS coordinate system into 
the tunnel, with ~μm precision 

Center of milliQan 
goes here! 

Alignment 
Special challenge, since far from  
collision point with no line-of-sight! 
CERN team has heroically extended 
the CMS coordinate system into 
the tunnel, with ~μm precision 

Center of milliQan 
goes here! 



mCP Production Cross-Section
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Simulation

• Simulate mCP production via Drell-Yan, j/ψ, Υ.  Cross-section ∝ q2


• Propagate through CMS magnetic field


• Simulate interactions with rock, calculate rate of mCP incidence at detector

�21

FIG. 4: Number of expected mCP particles per fb�1 of integrated luminosity incident at

the detector as a function of the mass of the milli-charged particle. To illustrate the

dependence of the acceptance on the charge, the Q2 production dependence has been

factored out by normalizing the cross section for all charge scenarios to that for a

milli-charged particle with Q = 0.1 e.

where NPE =
⇣

Q
⇠

⌘
2

is the average number of photoelectrons produced for a given charge.

The constant of proportionality ⇠ was estimated by finding the electric charge that gives 1

photoelectron, given the material light yield, a 10% detection e�ciency, the length of the

scintillator and typical energy deposits of a minimally ionizing particle. It was found to be

⇠ ⇡ 0.0024. Comparing this estimate to the Geant4 e�ciencies, we find good agreement,

especially for the large mass regime (not shown). The mCPs in the lower mass regime are

more relativistic, and deposit less energy.

Combining the estimated background rates discussed in Section VIII with the cross-

sections, acceptances and e�ciencies calculated for all masses and electric charges, the sen-

sitivity projections of the milliQan experiment for LHC and HL-LHC are shown in Figure 7.

14

FIG. 3: Map of the CMS magnetic field in the r–z plane.

part of the e�ciency of the detector by hand, the small charge regime is sensitive to details

such as the reflectivity, the light attenuation length, and the shape of the scintillator. These

details, as well as the quantum e�ciency, light emission spectrum and the fast time constants

are modeled in Geant4 using the specifications provided by the manufacturers for Saint-

Gobain BC-408 plastic scintillator and Hamamatsu R329-02 PMTs [19, 20]. We defined a

new fermion of variable mass and electric charge. Its electromagnetic interactions consist of

multiple scattering, Bethe-Bloch energy loss and density e↵ects, implemented in Geant4

using the “G4WentzelVIModel” and “G4hIonisation” packages, which are documented in

the source files. Figure 6(a) shows how the e�ciency of a single scintillator bar changes as a

function of electric charge when varying the transverse dimensions and the reflectivity, for a

0.1 GeV mCP. Figure 6(b) shows the same plot for the full detector, requiring a 15 ns triple

coincidence. In both plots, we compare the Geant4 e�ciencies to the e�ciencies assumed

in the Ref. [12]. The probability of seeing one or more photoelectrons in each layer of the

detector was parametrized using Poisson statistics by

P = (1� exp [�NPE])
3 , (4)

13

arXiv:1607.04669

https://arxiv.org/abs/1607.04669


Simulation

• Full GEANT4 simulation : reflectivity, attenuation, 
shape of scintillator.


• We input quantum efficiency, scintillator light 
spectrum, time constants, digitised waveforms

�22

(a)

(b)

FIG. 5: Depiction of the (a) full detector and (b) a single scintillating block with coupled

phototube, as implemented in the Geant4 detector simulation. The mCP is yellow and

radiated photons are green.

15

(a)

(b)

FIG. 5: Depiction of the (a) full detector and (b) a single scintillating block with coupled

phototube, as implemented in the Geant4 detector simulation. The mCP is yellow and

radiated photons are green.
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Simulation of a single 
mCP event

⟨nPE⟩ = 1 for 
Q = 0.003e

https://arxiv.org/abs/1607.04669


Simulation

• Efficiency to produce > 1PE in a single bar (L) and full detector (R) 


• Black line is parameterisation used in original paper


• Red/blue show GEANT4 results for different reflectivity/dimensions
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(b)

FIG. 6: E�ciencies for (a) a single scintillator block and coupled PMT and (b) the whole

detector with 15ns triple-incidence, as determined from the Geant4 detector simulation.
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FIG. 6: E�ciencies for (a) a single scintillator block and coupled PMT and (b) the whole

detector with 15ns triple-incidence, as determined from the Geant4 detector simulation.
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SPE calibration using LED

PMT
LED

HV

e.g. -1450 V

Function
Generator

DRS
(scope)

TRG INPMT Output

2000x filter 20 ns pulse

Optional cardboard 
light-blocker

PMT

LED

3D-printed 
casing to hold 
PMT, LED, filters

Send simultaneous 
 LED pulse and trigger

Digitise and record waveforms

Measure pulse area 
 using integral of window 

Will show results for
 example PMT (R878)
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SPE calibration using LED

Use ‘LED blocked’ dataset to 
measure 0 PE template

First find average NPE from LED

Scale to match left edge 
of LED unblocked (area < 0)

Input NPE from LED is poisson distributed:
< NPE > = − log(eventsN=0/events)

for this LED (at this voltage) find  < NPE > = 1.71
method from Saldanha et al.,  

https://arxiv.org/abs/1602.03150

shoulder from ‘partial’ SPE 
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SPE calibration using LED

Now calculate SPE area

Only assume linear PMT response 
(true for low NPE)  

< ASPE > =
< ALED on > − < Apedestal >

< NPE >

Similar trick to find σ 

< ASPE > = 69.9 pVs
σ = 32 pVs

no functional form assumed for 
area of SPE or pedestal!

method from Saldanha et al.,  
https://arxiv.org/abs/1602.03150

For this PMT (at 1450V):

< NPE > = 1.71
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Calibration from delayed scintillation 
pulses

Time [ns]
200 250 300 350 400 450 500 550 600

Am
pl

itu
de

 [m
V]

0

50

100

150

200

250

300

350

400

Run 700, File 3, Event 4655 (beam off)

= 6pulses = 406, NmaxChannel 2, V
184 ns: 406 mV, 25641 pVs, 129 ns
342 ns: 6.2 mV, 104 pVs, 19 ns
405 ns: 8.1 mV, 146 pVs, 21 ns
457 ns: 20 mV, 663 pVs, 46 ns
547 ns: 13 mV, 343 pVs, 32 ns

= 3pulses = 79, NmaxChannel 19, V
197 ns: 79 mV, 3565 pVs, 70 ns
272 ns: 7.6 mV, 167 pVs, 24 ns
606 ns: 7.1 mV, 116 pVs, 18 ns

Run 700, File 3, Event 4655 (beam off)

Initial pulse 
from e.g. radiation

afterpulses 
(delayed scintillation 

photons)

Pulse area [pVs]
0 50 100 150 200 250 300

Pu
ls

es

100

200

300

400

500

600

700

800 First pulses

Afterpulses

Cleaned afterpulses

Run 700, Channel 2, 1450 V

 0.4 pVs±Mean: 83.6 

Mean within half-width-max 
 gives SPE pulse area

e.g. R878 PMT

Build up pulse area distribution 
 from ‘cleaned afterpulses’  

(no pulse in preceding 20ns) 
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Time [ns]
200 250 300 350 400 450

Am
pl

itu
de

 [m
V]

0

20

40

60

80

100

120

140

Run 716, File 6, Event 1257 (beam off)

= 2pulses = 87, NmaxChannel 8, V
184 ns: 87 mV, 3331 pVs, 73 ns
266 ns: 6.5 mV, 76 pVs, 13 ns

= 6pulses = 132, NmaxChannel 25, V
215 ns: 132 mV, 5396 pVs, 79 ns
308 ns: 5.3 mV, 55 pVs, 12 ns
329 ns: 11 mV, 83 pVs, 11 ns
344 ns: 5.3 mV, 27 pVs, 7 ns
378 ns: 9.4 mV, 111 pVs, 16 ns

Run 716, File 6, Event 1257 (beam off)

Initial pulse 
from e.g. radiation

afterpulses

Mean within half-width-max 
 gives SPE pulse area

Pulse area [pVs]
0 50 100 150 200 250 300

Pu
ls

es

1000

2000

3000

4000

5000 First pulses

Afterpulses

Cleaned afterpulses

Run 716, Channel 25, 1570 V

 0.1 pVs±Mean: 40.1 

Build up pulse area distribution 
 from ‘cleaned afterpulses’  

(no pulse in preceding 20ns) 

e.g. ET9814B PMT

Calibration from delayed scintillation 
pulses



Single Photon Pulses
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Readout and trigger 

Electronic noise 

Single-photon pulses from photomultiplier tube 

20 mV 

Fantastic detail of each photomultiplier pulse from a triggered event 
~1 ns timing resolution, even for tiny (single photon) pulses 



Predicted Sensitivity
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FIG. 7: Expected sensitivity for di↵erent LHC luminosity scenarios. The black line shows

the expected 95% C.L. exclusion (solid) and 3� sensitivity (dashed), assuming 300 fb�1 of

integrated luminosity. In blue we show the corresponding expectations for 3000 fb�1.

X. TIMELINE AND NEXT STEPS

We aim to have the experiment ready for physics during Run 3. To that end, we envisage

the following timeline:

• Construct small fraction of detector (⇠ 10%) in next 2 yrs

• Install partial detector in PX56 by end of Run 2 (YETS 2017 + TS in 2018)

• Commission and take data in order to evaluate beam-on backgrounds in situ

• Construction + Installation of remainder of detector during LS2 (2019–2020)

• Final commissioning by spring 2021

• Operate detector for physics for duration of Run 3 and HL-LHC (mid 2021–)

The next step in the milliQan project is to seek external funding to enable at least the

10% construction. No such funding has yet been secured for this project, but one or more

proposals to one or more funding agencies are being prepared for the near future.
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MilliQan Demonstrator
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MilliQan Demonstrator
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Demonstrator components

 9

IP

scintillator
PMT

• 3 layers of 2x3 scintillator+PMT 

- ~ 1% prototype of full milliQan detector 

• Scintillator slabs and lead bricks  

- Tag thru-going particles, shield radiation 

• Scintillator panels to cover top + 
sides 

-  Tag/reject cosmic muons  

• Hodoscope packs 

- Get tracks of beam/cosmic muons  



MilliQan Demonstrator
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scintillator 
slab

lead brick

IP

Demonstrator components

• 3 layers of 2x3 scintillator+PMT 

- ~ 1% prototype of full milliQan detector 

• Scintillator slabs and lead bricks  

- Tag thru-going particles, shield radiation 

• Scintillator panels to cover top + 
sides 

-  Tag/reject cosmic muons  

• Hodoscope packs 

- Get tracks of beam/cosmic muons  



MilliQan Demonstrator
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scintillator panel

IP

• 3 layers of 2x3 scintillator+PMT 

- ~ 1% prototype of full milliQan detector 

• Scintillator slabs and lead bricks  

- Tag thru-going particles, shield radiation 

• Scintillator panels to cover top + 
sides 

-  Tag/reject cosmic muons  

• Hodoscope packs 

- Get tracks of beam/cosmic muons  

Demonstrator components



MilliQan Demonstrator
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hodoscope 
 packs

IP

dual digitiser 
readout

CAEN V1743 digitizer: 
16 chan, 1.6 GS/s, 

 640 ns window 

• 3 layers of 2x3 scintillator+PMT 

- ~ 1% prototype of full milliQan detector 

• Scintillator slabs and lead bricks  

- Tag thru-going particles, shield radiation 

• Scintillator panels to cover top + 
sides 

-  Tag/reject cosmic muons  

• Hodoscope packs 

- Track beam/cosmic muons  

Demonstrator components



Readout, Trigger & Timing
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FPGA host

ProtoDUNE 
Timing card

fibre in

clk out

clk in
clk out

network

• Scintillator readout & trigger via two CAEN 
V1743 digitisers 

• Hodoscope readout via Arduino 
• LHC clock + timing signals received from CMS 

via card designed for protoDUNE



MilliQan Demonstrator

• Demonstrator installed in Sept 2017


• 2 x 2 x 3 bars


• Upgraded in April 2018


• 2 x 3 x 3 bars + veto panels/slabs


• Aligned with IP using detailed survey 
performed by CERN groups


• Operated for ~2000 h during 2018


• Collected ~37 /fb collision data

�37
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Demonstrator 
• Installed initial 2X2X3 

prototype in Fall 2017 

• Upgraded in April 2018 to 
2X3X3 + add veto panels/
slabs 

• Running very successfully, 
collecting ~37/fb, 2000h of 
data in 2018 

• Used for range of studies to 
prove feasibility of full detector 

• Key results on next slides: 
alignment, charge calibration, 
timingInstalled on mount designed 

to hold full detector



Demonstrator Results

• Can we see LHC collisions and align with the beam ?


• Plot rate of events in all 4 slabs
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• First task is to check alignment with LHC beam 

• Plot rate of events with muon hit in all 4 slabs
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Agrees well with fill structure!

LHC lumi

LH
C

 lu
m

i [
/n

b]

TS2

TS2

TS2

M. Citron mcitron@ucsb.edu

8/1 8/16 9/1 9/16 10/1

R
at

e 
[/h

ou
r]

0

5

10

15

20

25
Number of through-going particlesNumber of through-going particles

• First task is to check alignment with LHC beam 

• Plot rate of events with muon hit in all 4 slabs

 15

Alignment

Agrees well with fill structure!

LHC lumi

LH
C

 lu
m

i [
/n

b]

TS2

TS2

TS2

LH
C 

lum
i [/

nb
]



Demonstrator Results

• Can also look at the rate of through-going particles during a fill and compare 
with the luminosity time constant (14 h in this case)

�39
(a)

(b)

Figure 3: (a) Number of through-going particles as a function of time [hour]
and (b) the time di↵erence between the top and the bottom slabs.

6



Demonstrator Results
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Red line - LHC cumulative lumi
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Occupancy agrees well with simulation!

Cumulative hits vs lumi 
per lumi section
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Fill lumi [/pb]
N 

th
ro

ug
h 

go
in

g 
pa

rti
cl

es

Alignment

M. Citron mcitron@ucsb.edu

0 100 200 300 400 500 600 7000

20

40

60

80

100

120

140

 16

Red line - LHC cumulative lumi
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Expected (from sim): 0.22/pb-1
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Black points - total # particles observed 
Red line - integrated LHC luminosity

Observed rate of incident particles = 0.19 pb-1 

 Expected from simulation = 0.22 pb-1



Time Precision

• Background reduction depends on triple-incidence in a small time window


• Need O(few ns) time resolution to achieve desired background rate


• Can test this using through-going particles

�41

Detector is 3.6m long 
Expect Δt = 2×3.6/c = 24ns 



In-Situ Calibration

• Mean number of photoelectrons in a bar scales as


• Perform charge calibration in-situ using cosmics & SPE (afterpulsing) 


• Use down-going cosmics to avoid saturation, and find <NPE> ~ 5k
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• Cosmic pulse area from ‘down-going’ cosmics  

• SPE area measured in-situ (validated using LED on bench) 

• Find NPE (Q=1) ~ 5k (down-going)

 18

Use down-going muons  
to avoid saturation

In-situ charge calibration
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In-Situ Calibration

• Down-going cosmic gives <NPE> ~ 5k


• Scale by the dimensions of the bar to get 
through-going cosmic <NPE> ~ 80k


• Scale by q2 to find :


• <NPE>=1 for q = 0.003e 

• Consistent with the GEANT4 simulation !
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• Scale by path length ratio -> NPE 
(Q=1) = ~80k (through-going muon) 

• Scale by Q2 for low charge ->  
NPE = 1 for Q ~ 0.003e 

• Consistent with result from GEANT4 
simulation!
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80
 cm
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Active path length ratio  
through-going/down-

going = 16 

In-situ charge calibration

(a)

(b)

FIG. 5: Depiction of the (a) full detector and (b) a single scintillating block with coupled

phototube, as implemented in the Geant4 detector simulation. The mCP is yellow and

radiated photons are green.
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Thanks to these guys
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• The milliQan detector 
will provide unique 
sensitivity to milli-
charged particles 

• Using demonstrator to 
show feasibility and 
study backgrounds 

• Looking forward to 
building the full 
detector!

 24
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2017 demonstrator installation team

Ryan  
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• Original design comprised 3 layers of scintillator bars + PMTs


• “Stepped” geometry allows bars to be longer within same cavern space


• And allows us to install more than one array in PX56

Updated Design
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Updated Design
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• Plans for final mechanical structure 
well advanced (finalising now) 

• Use 9-step form to meet spatial 
constraints 

• Mount already in place in drainage 
gallery

 22

Mechanical structure for final detector
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• Plans for final mechanical structure 
well advanced (finalising now) 

• Use 9-step form to meet spatial 
constraints 

• Mount already in place in drainage 
gallery
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Mechanical structure for final detector

• Detailed designs of mechanical assembly now at 
an advanced stage 

• Modular design allows components to be 
carried through the 1.2m x 2m door into the 
tunnel 

• Ongoing work on LV-to-HV power supplies & 
trigger electronics

• Pros and Cons

PX56 Observation and Drainage gallery

Pros Cons
Own interlock access
No visitors when beam is ON

Access to detector only during 
technical stops

Detector parts can be lowered through 
PX56 on to shaft platform

All parts have to pass through door 
1,2m x 2m

Electricity and cable trays already 
installed

Proximity of other services (water, 
gas..)

No neighbouring equipment. 
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FIG. 1. Exclusion curves for fermionic mCPs (results are
broadly similar for scalars). Existing data is shown as solid
lines, while projections are shown as dashed curves. The
kinematic reach of a given experiment is set by the heavi-
est meson of interest it can produce. This is ⇡0 for LSND,
⌘ for the Booster experiments, and ⌥ for DUNE. At SHiP,
Drell-Yan production extends the kinematic reach to roughly
10 GeV. The sensitivity of each experiment can be under-
stood via Eq. (4) while the relevant parameters for each ex-
periment are summarized in Table I. The bound on N

eff

[26]
comes from changing the effective number of neutrinos dur-
ing BBN, while the SLAC mQ and collider bounds are taken
from [17] and [18, 27] respectively. The projected sensitivities
at milliQan are from [27, 28]. Our exclusions apply indepen-
dently of the existence of a dark photon, which would only
introduce additional constraints [29].

priately large flux of ⇡± these experiments necessarily
also produce a similar number [i.e. O(10

20
)] of ⇡0 [16].

For large beam energies, other neutral mesons (e.g. ⌘, ⌥,
J/ ) are also produced. Any significant branching ratios
to lepton pairs necessarily implies an associated decay to
pairs of mCPs, resulting in a significant flux of mCPs
even for extremely small charges. In the case of ⌘ and
⇡

0, Dalitz decays ⇡0
/⌘ ! ���̄ dominate, while for J/ 

and ⌥ direct decays J/ ,⌥ ! ��̄ are most important.
The branching ratio for a meson, M, to mCPs is given
roughly by

BR(M ! ��̄) ⇡ ✏

2⇥BR
�M ! Xe

+
e

��⇥f

⇣
m�

M

⌘
, (1)

where M is the mass of the parent meson, X denotes any
additional particles, and f(m�/M) is a phase space factor
that decreases slowly as a function of m�/M . The num-
ber of mCPs passing through the detector is a function of
both the branching ratio and geometric losses which can
vary substantially between experiments (see Table I).

We now turn to the detection of mCPs at neutrino
beam dump experiments, where the predominant signa-
ture is elastic scattering with electrons. The dominance
of electron scattering as a detection signal is related to
the low-Q2 sensitivity of the scattering cross section. Ex-

plicitly, in the limit of small electron mass, we have

d�e�

dQ

2
= 2⇡↵

2
✏

2 ⇥ 2(s�m

2
�)

2 � 2sQ

2
+Q

4

(s�m

2
�)

2
Q

4
. (2)

Upon integrating over momentum transfers, we see that
the total cross section will be dominated by the small-
Q

2 contribution to the integral. In this limit, we have
d�e�/dQ

2 ⇡ 4⇡↵

2
✏

2
/Q

4, and so we can see immedi-
ately that �e� ⇡ 4⇡↵

2
✏

2
/Q

2
min

. We may relate Q

min

in the lab frame to the recoil energy of the electron via
Q

2
= 2me(Ee �me) [35]. An experiment’s recoil energy

threshold, E

(min)
e , then sets the scale of the detection

cross section as

�e� = 2.6⇥ 10

�25cm2 ⇥ ✏

2 ⇥ 1 MeV

E

(min)
e �me

. (3)

Consequently, sensitivity to mCPs can be greatly en-
hanced by accurately measuring low electron energy re-
coils (an important feature for search strategies at future
experiments).

Results: We now discuss the details of the modelling
and analysis used to create Fig. 1. The various curves
are obtained by performing a sensitivity analysis [36]:
given a number of predicted background events b and
data n, the number of signal events s

up

consistent with
the observation and backgrounds at (1 � ↵) credibility
level is found by solving the equation ↵ = �(1 + n, b +

s

up

)/�(1 + n, b) where �(x, y) is the upper incomplete
gamma function [37]. Throughout this paper, we choose
a credibility interval of 1 � ↵ = 95% and calculate the
corresponding bounds implied by s

up

on our mCP model
according to the formula

s

up

=

X

Energies

✏

4⇥N�(Ei)⇥ Ne

Area
⇥�e�(Ei; m�)⇥E . (4)

Here, ✏ is the mCP electric charge (in units of e), N�(Ei)

represents the number of mCPs with energy Ei arriv-
ing at the detector, �e�(Ei) is the detection cross section
consistent with the angular and recoil cuts in the experi-
ment, Ne is the total number of electrons inside the active
volume of the detector, E is an overall electron detection
efficiency. Finally, “Area” in (4) stands for the active vol-
ume divided by the average length hli traversed by parti-
cles inside the detector. The total exposure is contained
in N�(Ei). For most of the mCP parameter space under
consideration, electromagnetic decays of mesons provide
the dominant flux contribution, whereas Drell-Yan pro-
duction (DYP) dominates for the large mCP masses that
are only accessible at DUNE and SHiP.

To estimate how many mCPs of energy Ei arrive at the
detector, we model the angular and energy distributions
of the mesons using one of several empirical formulas to
be discussed below. Given a meson produced at a certain
angle and energy, we numerically sample its branching

arXiv:1806.03310

https://arxiv.org/abs/1806.03310


Summary

• Ionisation energy loss is a interesting way to look for new physics


• It could give insights into quantisation of charge!


• Highly ionising monopoles, or lowly-ionising millicharges


• MilliQan is a simple, low cost, detector that could shed light on unexplored 
regions of the millicharge/mass plane


• Letter of Intent : arXiv:1607.04669


• ~ $900k per detector array 

• Successful demonstrator, now we just need to scale it up to give useful 
sensitivity….
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Efficiency Estimation

• Probability to observe 1 or more photoelectrons in each of 3 layers :


• Where average number of photoelectrons is given by 


• Constant of proportionality estimated from scintillator light yield, detector 
dimensions, 10% detection efficiency, typical energy deposit of MIP ~ 0.0024


• Compares well with GEANT4 simulation !
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